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COURSE OBJECTIVES: The main objectives of the course are:
e Introduce the principles and applications of linear control systems and Laplace
transform.
e The basic concepts of block diagram reduction, transfer function representation, time
response and time domain analysis, solutions to linear time invariant systems.
e Study and analyze the different methods of stability analysis.

UNIT-I:
Introduction: Concept of control system, Classification of control systems »Opendoop and
closed loop control systems, Differences, Examples of control systems-‘Effects_ of feedback,
Feedback Characteristics.
Transfer Function Representation: Block diagram algebra, Determining the Transfer function
from Block Diagrams, Signal flow graphs(SFG) - Reductionhusing Mason’s gain formula-
Transfer function of SFG’s.
UNIT - Il
Time Response Analysis: Standard test signalsi\lime “tesponse of first order systems,
Characteristic Equation of Feedback control systemsjTransient response of second order
systems - Time domain specifications, Steady statexreésponse, Steady state errors and error
constants.PID controllers: Effects of propOrtional desivative, proportional integral systems on
steady state error.
UNIT - 1lI:
Stability Analysis in S-Domain: The ‘concept of stability — Routh-Hurwitz’s stability criterion —
qualitative stability and conditional stability — Limitations of Routh-Hurwitz’s stability.
Root Locus Technique: Concept of koot locus - Construction of root locus, Effects of adding
poles and zeros to G(s).H(s).on thewoot loci.
UNIT-IV:
Frequency Response“Analysis: Introduction, Frequency domain specifications, Bode plot
diagrams-Detérmination ‘of Phase margin and Gain margin, Stability analysis from Bode
plots, Polag plots.
UNIT - \&:
State”Space Analysis of Continuous Systems: Concepts of state, state variables and state
model, Derivation of state models from block diagrams, Diagonalization, Solving the time
invariant state equations, State Transition Matrix and it's properties, Concepts of
Controllability and Observability.
TEXT BOOKS:

1. Control Systems Engineering - I. J. Nagrath and M. Gopal, New Age International (P)

Limited, Publishers.
2. Control Systems - A. Ananad Kumar, PHI.
3. Control Systems Engineering by A. Nagoor Kani, RBA Publications.
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Control Systems Theory and Applications - S. K. Bhattacharya, Pearson.
Control Systems Engineering - S. Palani, TMH.

Control Systems - N. K. Sinha, New Age International (P) Limited Publishers.
Control Systems by S.Hasan Saeed, KATSON BOOKS.

Solutions and Problems of Control Systems by A.K. Jairath, CBS Publishers.

COURSE OUTCOMES: After going through this course the student gets
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A thorough knowledge on open loop and closed loop control systems, coneepthof
feedback in control systems.

Understanding of transfer function representation through block diagranmt algebra and
signal flow graphs.

Time response analysis of different order systems through theigfcharacteristic
equation.

Time domain specifications, stability analysis of control systéms,ins-demain through-
H criteria.

Root locus techniques, frequency response analysis throughyBode diagrams and Polar
plots.
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UNIT-I
INTRODUCTION

A control system manages commands, directs or regulates the behavior of other devices or
systems using control loops. It can range from a single home heating controller using
a thermostat controlling a domestic boiler to large Industrial control systems which are used
for controlling processes or machines. A control system is a system, which provides\the
desired response by controlling the output. The following figure shows the simple\block

diagram of a control system.

Input Output

Control
System

Examples - Traffic lights control system, washing machine

Traffic lights control system is an example of contrél system.*Here, a sequence of input
signal is applied to this control system and the output is‘@ne of‘the three lights that will be
on for some duration of time. During this timepthe ‘ather two lights will be off. Based on the
traffic study at a particular junction, the aft andveffitimes of the lights can be determined.
Accordingly, the input signal controlsthe “Qutput?® So, the traffic lights control system

operates on time basis.

Classification of Control Systems

Based on some parameters, wé€anclassify the control systems into the following ways.

Continuous time and/Discrete-time Control Systems

e Control Systems can\be classified as continuous time control systems and discrete

timeontrol systems based on the type of the signal used.

e ln continuous time control systems, all the signals are continuous in time. But,

in'discrete time control systems, there exists one or more discrete time signals.

SI1SO'and MIMO Control Systems

e Control Systems can be classified as SISO control systems and MIMO control systems

based on the number of inputs and outputs present.

e SISO (Single Input and Single Output) control systems have one input and one output.
Whereas, MIMO (Multiple Inputs and Multiple Outputs) control systems have more

than one input and more than one output.
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Open Loop and Closed Loop Control Systems

Control Systems can be classified as open loop control systems and closed loop control

systems based on the feedback path.

In open loop control systems, output is not fed-back to the input. So, the control action is

independent of the desired output.

The following figure shows the block diagram of the open loop control system.

Actuating

Input Signal Output
—p——> Controller »/ Plant |

Here, an input is applied to a controller and it producesgan actuating signal or controlling
signal. This signal is given as an input to a plant or praéess whicheis,to be controlled. So, the
plant produces an output, which is controlled. The traffic lights control system which we

discussed earlier is an example of an open loop.contrel system.

In closed loop control systems, outputdsifed.back to the input. So, the control action is

dependent on the desired output.

The following figure shows the block®diagram of negative feedback closed loop control

system.
Error .
Detector AcSt.uatlrlwg
igna
g Output
Controller|— Plant B

Feedback <
Elements

Feedback

Signal
The error detector produces an error signal, which is the difference between the input and
the feedback signal. This feedback signal is obtained from the block (feedback elements) by
considering the output of the overall system as an input to this block. Instead of the direct

input, the error signal is applied as an input to a controller.

5|Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

So, the controller produces an actuating signal which controls the plant. In this combination,
the output of the control system is adjusted automatically till we get the desired response.
Hence, the closed loop control systems are also called the automatic control systems. Traffic

lights control system having sensor at the input is an example of a closed loop control system.

The differences between the open loop and the closed loop control systems are mentioned

in the following table.

Open Loop Control Systems

Control action is independent of the
desired output,

Feedback path is not present,

These are alzo called as non-feedback
control systems.

Easy to design.
These are economical.

Inaccurate,

Closed Loop Control Systems

Control action is dependent of the
desired output,

Feedback path is present,

These are alzo called as feedback
control systems.

Difficult to design,
These are costlier,

Accurate,

If either the output or some part efithe output is returned to the input side and utilized as
part of the system input, then_itVis known as feedback. Feedback plays an important role in
order to improve the performance of the control systems. In this chapter, let us discuss the
types of feedback & effegts of feedback.

Types of Feedback

There are two,types ofifeedback -

e Positive feedback
& “\egativeifeedback

Positive Feedback

The positive feedback adds the reference input, R(s)R(s) and feedback output. The following
figure shows the block diagram of positive feedback control system
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R(s) —+ C(s)
e

e

he concept of transfer function will be discussed in later chapters. For the _timeNbeing,

consider the transfer function of positive feedback control system is,

T = 1—?"}1 (Equation 1)

Where,

e Tis the transfer function or overall gain of positive feedba¢k control system.
e Gisthe open loop gain, which is function of fregtieney.

e Histhe gain of feedback path, which is function offfrequency.

Negative Feedback

Negative feedback reduces the erronfbetween the reference input, R(s)R(s) and system
output. The following figure shows.the blogk diagram of the negative feedback control
system.

8 C
R(s) & (Si

Transfer function of negative feedback control system is,

T = 1+fé“H (Equation 2)
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Where,

e Tis the transfer function or overall gain of negative feedback control system.
e Gisthe open loop gain, which is function of frequency.
e Histhe gain of feedback path, which is function of frequency.

The derivation of the above transfer function is present in later chapters.
Effects of Feedback

Let us now understand the effects of feedback.

Effect of Feedback on Overall Gain
e From Equation 2, we can say that the overall gain of negative*feedback ¢lésed loop
control system is the ratio of 'G' and (1+GH). So, the overall‘gain,may increase or

decrease depending on the value of (1+GH).

e If the value of (1+GH) is less than 1, then the overalhgain,inereases. In this case, 'GH'

value is negative because the gain of the feedback path isnegative.

e If the value of (1+GH) is greater than 1, then the overall gain decreases. In this case,

'GH' value is positive because the gain of,the feedback path is positive.

In general, 'G' and 'H' are functions offrequency. So, the feedback will increase the overall

gain of the system in one frequencyirange and decrease in the other frequency range.

Effect of Feedback on Sensitivity

Sensitivity of the overall gain“6f"hegative feedback closed loop control system (T) to the
variation in open loop.gain (G) is defined as

or
T __ Percentage change in T
% ~ Percentage change in G (Equation 3)

ST =

Where, 9T is the incremental change in T due to incremental change in G.

We can rewrite Equation 3 as

3
NlQ

ST =

& 3 (Equation 4)

Q
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Do partial differentiation with respect to G on both sides of Equation 2.

ar _ 48 [} _ [14+GH)1-G(H) 1 )
G ﬁ( '.|.+G"H) (lIGH:IZ (llGH:I’ [Equatloﬂ 5]

From Equation 2, wou will get
S =1+CGH {(Equation &)

T
Substitute Equation 5 and Equation & in Equation 4,

i 1 : 1
Sl =————(1+GH)= ——
¢ (1+GH)9|: )= 1rcH
So, we got the sensitivity of the overall gain of closed loop control system as the reciprocal

of (1+GH). So, Sensitivity may increase or decrease depending on the value‘of (1+GH).

e Ifthevalue of (1+GH) is less than 1, then sensitivity increases. In,thisicase NGH' value

is negative because the gain of feedback path is negative.

o If the value of (1+GH) is greater than 1, then sensitivity'deereasest In this case, 'GH'

value is positive because the gain of feedback pathiis,positive.

In general, 'G' and 'H' are functions of frequency. So, feadbackwill increase the sensitivity of
the system gain in one frequency range and dectreasevifi the other frequency range.
Therefore, we have to choose the values of¢GH\imsuch'a way that the system is insensitive

or less sensitive to parameter variationss

Effect of Feedback on Stability
e Asystem is said to be stable,if its output is under control. Otherwise, it is said to be
unstable.
e In Equation 2, if the denominator value is zero (i.e., GH = -1), then the output of the
control system will be infinite. So, the control system becomes unstable.
Therefore, we have to, properly choose the feedback in order to make the control system
stable.
Effect of Feedback on'Noise
To kmow the effect of feedback on noise, let us compare the transfer function relations with

andwithout feedback due to noise signal alone.

Consider an open loop control system with noise signal as shown below.

9|Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

N(s)

R(s) o c(s)

4

The open loop transfer function due to noise signal alone is

C(s)

o) Gy (Equation 7)

It is obtained by making the other input R(s) equal to zero,

N(s)

R(s) + ” c(s)

H (e

The closed loop transfer function dus to noise signal alone is

Cis) . Gy,
Nisl — 1+G, G H

(Equation &)
It is obtained by making the other input R(s) equal to zero.
Compare Equation ¥ and Equation 2,

In the cosed loop control system, the gain due to noise signal is decreased by a

factor of (1 + GoGyH) provided that the term (1 + GoGyH) is greater than
one.,

The control systems can be represented with a set of mathematical equations known
as mathematical model. These models are useful for analysis and design of control systems.

Analysis of control system means finding the output when we know the input and

10| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

mathematical model. Design of control system means finding the mathematical model when

we know the input and the output.

The following mathematical models are mostly used.

o Differential equation model

e Transfer function model

e  State space model %%

11| Page



VEMU INSTITUTE OF TECHNOLOGY

DEPT. OF EEE

TRANSFER FUNCTION REPRESENTATION

Block Diagrams

Block diagrams consist of a single block or a combination of blocks. These are used to

represent the control systems in pictorial form.

Basic Elementsof Block Diagram

The basic elements of a block diagram are a block, the summing point and the take-off point.

Let us consider the block diagram of a closed loop control system as shown in the following

figure to identify these elements.

Summing point

Take-off point

R(s) + G(s)

C(s)

H(s)

je———

»

The above block diagram consists ofitwo blocks having transfer functions G(s) and H(s). It is

also having one sumiming peint and one take-off point. Arrows indicate the direction of the
flow of signals. Letyus\now discuss these elements one by one.

Block

The transferfunction of a component is represented by a block. Block has single input and

single’output.

The following figure shows a block having input X(s), output Y(s) and the transfer function

G(s).
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Y
5 S s =)

Transfer Function, G(s) =

Summing Point

The summing point is represented with a circle having cross (X) inside it. It has twoter more
inputs and single output. It produces the algebraic sum of the inputs. [t\alse perférms the
summation or subtraction or combination of summation and subtrdctien ‘of theinputs based
on the polarity of the inputs. Let us see these three operationsfone'by one.

The following figure shows the summing point with twaginputs (A, B) and one output (Y).

Here, the inputs A and B have a positive sign. So, the summing poeint produces the output, Y
assumofAandBi.e. =A+B.

P2 +

B

The following figure shows the summing point with two inputs (A, B) and one output (Y).
Here, the inputs A and Byare having opposite signs, i.e., A is having positive sign and B is

having negative'sign. So, the summing point produces the output Y as the difference of A
andBi.e

Y=A+{B).=\A - B!
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The following figure shows the summing point with three inputs (A, B, C) and one output (Y).
Here, the inputs A and B are having positive signs and C is having a negative sign. So, the
summing point produces the output Y as

Y=A+B+(-C)=A+B-C.

Take-off Point

The take-off point is a point from which thessameésinputisignal can be passed through more
than one branch. That means with the helpyofftake-off point, we can apply the same input
to one or more blocks, summing points.In‘the fellowing figure, the take-off point is used to
connect the same input, R(s) to twoe moereyblocks.

Take-off point
m‘ T wm Cals)
C,(s)
— Gu(s) >
C.(s)
—*| G.(s) >
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In the following figure, the take-off point is used to connect the output C(s), as one of the

inputs to the summing point.

Take-off point

R(s) + G(s) , C(Sl

Block diagram algebra is nothing but the algebra involved, withythe, basic elements of the
block diagram. This algebra deals with the pictorial representation of algebraic equations.
Basic Connections for Blocks

There are three basic types of connectionsgoetweentwo blocks.

Series Connection

Series connection is also called cascadeyconnection. In the following figure, two blocks

having transfer functions G1(s)G1(s)and G2(s)G2(s) are connected in series.

X(s) Z(s) Y(s)
e G,(s) —>| G,(s) p———>

For this combination, we will get the output ¥(s) as
Y(s) = Ga(s)Z(s)
Where, Z(s) = G1(s)X(s)
= Y(s5) = G2(5)[G1(5) X(5)] = G1(5)Ga(5) X (s)
= Y(s) = {G1(5)G2(5)} X(5)

Compare this equation with the standard form of the output equation,
Yis) = G(s) X (s5). where, G(s) = G1(5)Ga(s).
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That means we can represent the series connection of two blocks with a single block. The
transfer function of this single block is the product of the transfer functions of those two

blocks. The equivalent block diagram is shown below.

X(s) Y(s)
—  Gi(5)Gz(s) pP—»

Similarly, you can represent series connection of ‘n’ blocks with a single black. The transfer

function of this single block is the product of the transfer functions of alfithose“n’ blocks.

Parallel Connection
The blocks which are connected in parallel will have the same@inputyIn‘the following figure,
two blocks having transfer functions G1(s)G1(s) and G2(s)G2(s)@are connected in parallel.

The outputs of these two blocks are connected to the summingsyaint.

x(s) > Gl(S) Yl(s)
T Y(s)
= &
— G2(s) i
Y2(s)

Y(s) = Yi(s) + Ya(s)
Yi(s) = Gi(s)X(s) and Ya(s) = Ga(s)X(s)

= Y(s) = G1(s)X(s) + Ga(s)X(s) = {G1(s) + Ga(s)} X(s)
G(s) = Gi(s) + Ga(s).

That¥means we can represent the parallel connection of two blocks with a single block. The
transfer function of this single block is the sum of the transfer functions of those two blocks.

The equivalent block diagram is shown below.

X(s) Y(s)
— ) () +6(5) —>

16| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

Similarly, you can represent parallel connection of ‘n” blocks with a single block. The transfer
function of this single block is the algebraic sum of the transfer functions of all those ‘n
blocks.

Feedback Connection

As we discussed in previous chapters, there are two types of feedback — positive feedback
and negative feedback. The following figure shows negative feedback control system. Here,
two blocks having transfer functions G(s)G(s) and H(s)H(s) form a closed loop.

X(s) + E(s)

G(s) Y(s)»

H(s)

The output of the summing point is -

E(s) = X(s) — H(s)Y (s)
The output Y(s) is -
Y(s) = E(s)G(s)
Substitute E(s) wvalue in the abowve equation.
Y(s) = {X(s) — H(s)Y(s)}G(s)}
Y(s) {1+ G(s)H(s)} = X(5)G(s)}

Y(s) G(s)
X(s) 1+ G(s)H(s)

Thereforejthe negative feedback closed loop transfer function is :
Gl s)
1+G{s)H(s)

This megans we can represent the negative feedback connection of two blocks with a single

block. The transfer function of this single block is the closed loop transfer function of the
negative feedback. The equivalent block diagram is shown below.
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X(s) | G(s) Y(s)
1+ G(s)H(s)

Similarly, you can represent the positive feedback connection of two blocks with a_single
block. The transfer function of this single block is the closed loop transfer function of,the
positive feedback, i.e.,

Block Diagram Algebra for Summing Points

There are two possibilities of shifting summing points withiré&spéct te blocks -

e Shifting summing point after the block

e Shifting summing point before the block
Let us now see what kind of arrangements neéd tozbe done in the above two cases one by
one.
Shifting the Summing Point before a Block to after a Block

Consider the block diagram shewa.in the following figure. Here, the summing point is present
before the block.

R R X
(s) + (s)+X(s) J Gs) Y(S)>

i

X(s)

Summing point has two inputs R(s) and X(s)

The output of Summing point is {R(s) + X(s)}
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So, the input to the block G(s) is {R(s) + X(s)} and the output of it is -

Y(s) = G(s) {R(s) + X(s)}

= Y(s) = G(s)R(s) + G(s)X(s) (Equation 1)
R(s) G(s)R(s) + Y(s)
—_— G(s) + -
_l_
X(s)
Output of the block G(s) is G(s)R(s).
The output of the summing point is
Y(s) = G(s)R(s) + X(s) (Equation 2)

Compare Equation 1 and Equation 2.

The first term ‘G(s)R(s)"“G(s)R(s)’ is same in bothithe equations. But, there is difference in the
second term. In order to get the second térmialSo same, we require one more block G(s)G(s).
It is having the input X(s)X(s) and thereutput of this block is given as input to summing point
instead of X(s)X(s). This block diagramris'shown in the following figure.

19| Page



VEMU INSTITUTE OF TECHNOLOGY

DEPT. OF EEE
Sk

R(s) (=) G(s)R(s) »@ Y(s)»

sl

G(s)X(s)
G(s)
r'y
X(s)

Shifting Summing Point Before the Block

Consider the block diagram shown in the following figure. Here, the summing
point is present after the block.

R(s) G(s)R(s) —t Y(s)>

e G(s)

—+

X(s)
Qutput of this block diagram is -

Y(s) = G(s)R(s) + X(s) (Equation 3)

Now, shift the summing point before the block. This block diagram is shown in
the following figure.

R(s) + R(s)+X(s)  am Y(ﬂ

alt

X(s)
Qutput of this block diagram is -
Y(S) = G(s)R(s) + G(5) X (5) (Equation 4)
Compare Equation 3 and Equation 4,

The first term ‘G(s)R(s)"is same in both equations. But, there is difference in the second term.

In order to get the second term also same, we require one more block 1/G(s). Itis having the
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input X(s) and the output of this block is given as input to summing point instead of X(s). This

block diagram is shown in the following figure.

R(s) +{—=} X(s)
R(s) + { ()} | e Y(-‘»)>

—+

1
G(s)

X(s)

Block Diagram Algebra for Take-offPoints

There are two possibilities of shifting the take-off points with+fespect to blocks -

o Shifting take-off point after the block

e Shifting take-off point before the block
Let us now see what kind of arrangements,is te be done in the above two cases, one by one.
Shifting a Take-off Point form, a Position before a Block to a position after the Block

Consider the block diagtam shown in the following figure. In this case, the take-off point is

present before the bBlocks

Ris) »| G(s) viel

X(s)

Here, X(s) = R(s) and Y(s) = G(s)R(s)

When you shift the take-off point after the block, the output Y(s) will be same. But, there is

difference in X(s) value. So, in order to get the same X(s) value, we require one more
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block 1/G(s). It is having the input Y(s) and the output is X(s) this block diagram is shown in
the following figure.

R(s) Y(s)
—| G(s) —
1
G(s)
X(s)

Shifting Take-off Point from a Position after a Block to a position before the Block

Consider the block diagram shown in the following figlire. Here, the take-off point is present
after the block.

R(s) Y(s)

—| G(s) =

X(s)
Here, X(s) = Y(s) = G(s)R(s)
When youshiftithe take-off point before the block, the output Y(s) will be same. But, there

is differenee.inX(s)walue. So, in order to get same X(s) value, we require one more block G(s)

It is havihg the input R(s) and the output is X(s). This block diagram is shown in the following
figure,
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R(s) Y(s)
>

G(s)

l

X(s)

The concepts discussed in the previous chapter are helpful for reducing (simplifying) the

block diagrams.

Block Diagram Reduction Rules

Follow these rules for simplifying (reducing) the block diagram,'\which is having many blocks,

summing points and take-off points.

Note -

Rule 1 - Check for the blocks connected in sekies and simplify.

Rule 2 - Check for the blocks connectediinwparallel and simplify.

Rule 3 - Check for the blocks connectedsin feedback loop and simplify.

Rule 4 - If there is difficulty with take-off'poifit while simplifying, shift it towards right.
Rule 5 - If there is difficulty With,summing point while simplifying, shift it towards left.
Rule 6 — Repeat the aboeve'steps tillyou get the simplified form, i.e., single block.
The transfer function present in‘this single block is the transfer function of the overall

block diagram.

Note -

Follow these steps insorder to calculate the transfer function of the block diagram

having multiple inputs.

Step'd - Find the transfer function of block diagram by considering one input at a
time‘and, make the remaining inputs as zero.

Step 2,- Repeat step 1 for remaining inputs.
Step 3 - Get the overall transfer function by adding all those transfer functions.

The'block diagram reduction process takes more time for complicated systems because; we
have to draw the (partially simplified) block diagram after each step. So, to overcome this
drawback, use signal flow graphs (representation).

¥ Block Diagram Reduction- Summary

23| Page



VEMU INSTITUTE OF TECHNOLOGY

DEPT. OF EEE

Xl(.\')
— G(s)

Xz(s) = G(s)XI(.x)

5 1(3& X(5) = Xy(5) =Xa(s) + Xa(s) - Xo(s)
(b) summer

X(s) G (s)X(s) G\ (5)GA(5)X(s)
—_— Gy(s5) P Ga(s) [

(a)

G (5)X(5)
- G|(.\')
X(s) * G(s) £ Gy(s)
— 4
+
- Gz(s)
Ga(s)X(s)
(b)
A
_ S
Risy + E(s) Yis)
s
x
H(s)¥(s)
His) |-

Y(s)=G(s)E(s)

E(s)=R(z)x H(z)F(x)

- T =GR H(s)Y (s)]

G(s)

R(s) 1FG(s)H(s)
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Automatic control

X(5) X(s)

e X(5)

X(s)

(c)

pickoff point >

— G1(5)Go(s5)

—1 G (5) £ Go(5) —>

Anromatic control

Gs)

- < ™ T eHE® >

= G(SR(s) L G(s)H (5)Y (s)



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

<:_> —_— —

(a) Insertion or removal of unity gain

ﬁg‘ o T

(b) Changing a summer sign
2 s 6 — (= Bl 6o 6) |
G,(s) P
Gy()X(s) G (5)X(s)
(¢) Moving a pickoff point back
X
'\ \
X 6 G s =y M 60 [ 6 S
GI(S)X(S) Gz(S) -G—l(;X(S)

(d) Moving a pickoff point forward

N

25| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

() Combining or expanding summations %
N

’ o—

(f) Combining or expanding junctions

Xz(s) Xz(S)
X ( ) +_A X,(s) o X2(S) % Xl(s) _XZ(S)
18 > u > — »
+\/
PO A — X,(5) ~ Xols) U!
() Moving a pickoff point behind a summation
AN\
Xi(s) X(s) - X
> B O O
X,(5) i L Xy(s) = i '
: _\( : N X,(5) = Xyls)
l ]
X5(s) Xy(s)

(h) Moving a pickoff point forward of a summation

Examples: %
1.Considerthe bleck diagram shown in the following figure. Let us simplify (reduce) this

block di sing the block diagram reduction rules.

S
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H,|e

Y(s)

Step 1 — Use Rule 1 for blocks G1 and G3. Use Rule 2 for blocks G3 and Gy4.

The modified block diagram is shown in the following figure.

Y(s)

Step 2 — Use Rule 3 for blocks G1G9 and Hy . Use Rule 4 for shifting take-off
point after the block Gg. The modified block diagram is shown in the following

Y(s)

figure.
Hj
R(s) GG e
> gos > GS = 7 64 GS
-+ 1+ Gleﬂl
-+
H
Z2 |=
Gs

Step 3 — Use Rule 1 for blocks (G3 + G4) and Ggs. The modified block diagram

is shown in the following figure.
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G16G;

R(s)
)
+

g T T

»|(G3 + G4)Gs

Y(s)

—

H,

Gs

<

Step 4 — Use Rule 3 for blocks (Ga3 + G4)Gs and Hi. The modified block

diagram is shown in the following figure.

Y(s)

R(s) | Gi6: Gz 1 GOG:
.|_'®A LG G | (G GG T
<
H
2 e
Gs

Step 5 — Use Rule 1 for blocks connected in series. The modified block diagram

is shown in the following figure.
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R(SZ® J 6660656 Y(s)
I (1+G1G2H){1+ (G5 + G4)GsH3}
f
H, .
Gs

Step 6 — Use Rule 3 for blocks connected in feedback loop. The modified block
diagram is shown in the following figure. This is the simplified block diagram.

R(s) GGy G<2(Gs + Gy) Y(s)
— = —>
(1+ G1G2H {1 + (G5 + G4)GsH3}Gs — G1G2G5(G3 + G4)H»

Therefore, the transfer function of the system is

Y (s) G1G2GEGs + Gy)

R(s) (1 4+ G1GaH 1) {1 + (Ga + G4)GsH3}Gs — G1GaGs(Ga + G4)Ho
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2.Determine the transfer function Y(s)/R(s).

T A - e R _l
N |
l L s+ 2 |
| |
I _ |
I |
R(s) | _ 5 + ! % Y(s)
o - I = i Tl s2+s5+4 i \
I__ _______________ . |
3 i
s+3 T

v

- s Y(s)‘
1 s2+s+4 -
R(s) + _LZZ » " Y(s)
2 g 1+5—j:—é—' 1 s2+s+4 e
S5s+ 12
65 + 14
3
s+ 3 e

R(s) + 552+ 125 ¥
= (65 + 14)(s2 + s + 4) o

A

s+3

L

552+ 12s
(65 + 14)(s% + 5 + 4)

R(s) Y(s)

g (552 +125)(3)
(65 + 14) (5% + 5 + 4)(s + 3)

- 553+ 2752+ 36s
6s5* + 3853 + 11352 + 2065 + 168
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3. Determine the transfer function Yz(s)/Ru(s).
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Y5 (s)

R,y(s) 3
s+2

,//%"

R;(s)

Ry (s)
Ri(s)=0 3 Yy(s)

s+2

R = & ax Ya(s)
1+ ( )

Y
G-
\

1ty
Y
+<v

Y,(s)

vyt
© | -

R, (s)

Y
8

A

s+2

\ ol
R>(s) Toa($) = 1 - 3
= S -5 en (25
=8=2
T s2+25+3

Y (s)
)

(b)
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Signal Flow Graph

Signal flow graph is a graphical representation of algebraic equations. In this chapter, let us
discuss the basic concepts related signal flow graph and also learn how to draw sigrnahflow
graphs.

Basic Elements ofSignal Flow Graph

Nodes and branches are the basic elements of signal flow graph.

Node

Node is a point which represents either a variable or a signal. There are three types of nodes
— input node, output node and mixed node.

e Input Node - It is a node, which has only outgoing branches.
e Output Node - It is a node, which has only incoming,branches.

¢ Mixed Node - It is a node, which has both,incoming and outgoing branches.

Example

Let us consider the following signal flew graph tedidentify these nodes.

Y1 Y2 Y3 Y4

2 The nodes present in this signal low graph are yq, ¥o, ¥3 and y4.
9 yq and y4 are the input node and output node respectively.

9 ¥o and yq are mixed nodes.
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Branch

Branch is a line segment which joins two nodes. It has both gain and direction. For example,
there are four branches in the above signal flow graph. These branches have gains of a, b,
cand -d.

Construction of Signal Flow Graph

Let us construct a signal flow graph by considering the following algebraic equations, -

Y2 = a1ay1 + @42y
Y3 = az3y2 + asalYs
Y4 = @a4ys
Y = a45Y4 + @3cys
Ui = Aspls

There will be six nodes (vq, vo, v3, ¥4, ¥g and vg) and eight branches in this
signal flow graph. The gains of the branches are aqs, a3, 834, 845, 35, 842, 853

and azc.

To get the owverall signal flow graph, draw the signal flow graph for each
equation, then combineg all these signal low graphs and then follow the steps
given below —

Step 1 — Signal flow graph for ys = a1ay1 +aqoys is shown in the following
figure.
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@52
= — - P <
Y Y= Y3 Ya ¥s Ye
Aa2
Step 2 — Signal flow graph for ya — a23ye + asays is shown in the following
figure.
az3
= - ) - <=
i Y2 ys3 Ya Ys Ye
ass3
Step 3 — Signal flow graph for ¥4 — aaaya is shown in the following figure.
A34
& ) & ) ® °® @
Y1 Y2 Y3 Ya Ys Y6

Step 4 — Signal flow graph for ys = a4sys + aasys is shown in the following
figure.

ass

Y1 Y2 Y3 Ya Ys Ye

Step 5 — Signal flow graph for ys = aseys is shown in the following figure.
Qse
® ° @ e —

Y1 Y2 Y3 Ya Ys Ye

Step 6 — Signal flow graph of overall system is shown in the following figure.
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Conversion of BlockDiagrams into Signal Flow Graphs

Follow these steps for converting a block diagram inte its equivalent signal flow graph.

e Represent all the signals, variables, summing,points and take-off points of block

diagram as nodes in signal flowsgraph:
e Represent the blocks of bloek'diagram'as branches in signal flow graph.

e Represent the transfer functions Thside the blocks of block diagram as gains of the

branches in signal flow graph.

e Connect the(nodes as per the block diagram. If there is connection between two
nodes (butithere is ho block in between), then represent the gain of the branch as
one4For example, between summing points, between summing point and takeoff
point, between input and summing point, between take-off point and output.

Example

Let us,convert the following block diagram into its equivalent signal flow graph.
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R(s) Y1 8 Y2 ~ _ﬁ:
++ i - Y(s)

Represent the input signal R(s) and output signal C(s) of _blecky, diagram as input
node R(s) and output node C(s) of signal flow graph.

Just for reference, the remaining nodes (y1 to yo) are labeled.intthevblock diagram. There are
nine nodes other than input and output nodes. That i§.four nedesifor four summing points,

four nodes for four take-off points and one node for the variable between blocks Giand G..

The following figure shows the equivalent signalflow graph.

H,

Let us now discuss the Mason’s Gain Formula. Suppose there are ‘N’ forward paths in a signal

flow graph. The gain between the input and the output nodes of a signal flow graph is
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nothing but the transfer function of the system. It can be calculated by using Mason’s gain

formula.
Mason’s gain formula is

_C(s) _ BF,BA,

= Re ~ A

Where,
e C(s) is the output node
e R(s) is the input node
« Tis the transfer function or gain between R(S) and C(S)
e Pi is the it forward path gain

A=1-(sum of all individual loop gains) +(sum of €ain products of all possible two
nontouching loops)-(sum of gain products of all possiblesthree nontouching loops)
+....

Aiis obtained from A by removing the loops Which arétouching the it forward path.

Consider the following signal flow gkaphinterder to understand the basic terminology
involved here.
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Path

Itis a traversal of branches from one node to any other node in the direction of
branch arrows, It should not traverse any node more than once,

Examples —y2 — y3 — Y4 — Y5 and ys — Y3 — Y2
Forward Path

The path that exists from the input node to the output node is known as
forward path.

Examples —y1 — Y2 = ¥s = Y4 — ¥ — Yo aNd Y1 — Y2 — Y3 — Y5 — Ys.
Forward Path Gain

It is obtained by calculating the product of all branch gains of the forward path.
Examples — abede is the forward path gain of y; — ya — ya — y4 — Y5 — Ye

and abge is the forward path gain ofy; — y9 — va — ys — .

Loop

The path that starts from one node and ends at thelsame node is known as a loop. Hence, it
is a closed path.

Examples —yy — y3 — Y2 and ys — ¥Y5 — Y3
Loop Gain
It is obtained by calculating the product of all branch gains of a loop.

Examples — bj is the loop gain of ya — ya — Y2 and gy is the loop gain of
Ya — UYs — Y.

Non-touching Loops

These are the loops, which should not have any common node,
Examples — The loops, ya — Yy — yp and yy — ys —+ Y4 are non-touching.

Calculation of Transfer Function using Mason’s Gain Formula

Let us gonsider the same signal flow graph for finding transfer function.
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e Number of forward paths, N = 2.

e First forward path is - Y1—y2—Yy3—y4—y5—V6.

o First forward path gain, p1=abcde

e Second forward path is - Y1—y2—Yy3—Yy5—Yy6

« Second forward path gain, p2=abge

e Number of individual loops, L = 5.
Loops are - ¥ —¥Ys — VY2, Y3 —~Ys — Y3, Y3 — Y4 —Ys — Vs,
Yy —+ Ys — Yq and ys — s

Loop gains are - § = bj, Iy = gh, Iy =cdh, ly =di and ly = f.

e Number of two non-touchingfloeps =,2.

e First non-touching loops paitisms, Y2+>y3—Yy2, Y4—Yy5—Y4,
« Gain product of firstgton-touching loops pair l1l4=bjdi
e Second non-touching 166ps pair is - y2—y3—Yy2, Y5—y5.
 Gain product of Second nefi-touching loops pair is l1ls=bjf
Higher number of (more thangwo) non-touching loops are not present in this signal flow

graph.We know,
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Gd s

4 Number of forward paths, N = 2.

9 First forward pathis - y1 — Y2 — Y3 — Y4 — Ys — Ye .
@ First forward path gain, p1 = abede.

1 Second forward pathis - Y1 — Y2 — Y3 — Ys — Ys.

@ Second forward path gain, pa = abge.

4 Number of individual loops, L = 5.
' Loops are - Y2 —Ys — VY2, Ys —Us VY3, Vi Y4~ Ys — Vs,
Y4 — Ys — Ys and ys — Ys.
2 Loop gains are - Iy = by, Iy = gh, Iy = edh, ly =di and lg = f.
3 Mumber of two non-touching loops = 2.
9 First non-touching loops pairis - ys — Ys — Ya, Y4 — UYs — Y4
9 Gain product of first non-touching loops pair, l1ly = bjdi
2 Second non-touching loops pairis - ya — Ys — Y2, Ys — Vs
9 Gain product of second non-touching loops pairis - Ijls = bj f

Higher number of (more than two) non-touching loops are not present in this
signal flow graph.
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We lknow,

A =1— (sum of all individual loop gains)
+(sum of gain products of all possible two nontouching loops)
—(sum of gain products of all possible three nontouching loops)+-. . .

Substitute the values in the above equation,

A=1—(bj+gh+edh+di+ f)+ (bjdi +bjf) — (0)

= A=1—(bj+gh+edh+di+ f) + bjdi + bjf
There is no loop which is non-touching to the first forward path.
SD, &1 =1.

Similarly, Aa = 1. Since, no loop which is non-touching to the second forward
path,

Substitute, N = 2 in Mason’s gain formula

- Cl) _ SELPA

R(s) A

T=

C'(s) PiA) + PAy
R(s) A

Substitute all the necessary values in the above eguation,

T C(s) (abede)l + (abge)l
" R(s) 1—(bj+gh+edh+di+ f)+bjdi +bjf
L C(s) (abede) + (abge)
" R(s) 1—(bj+gh+cdh+di+ f)+bjdi +bjf

Therefore, the transfer function is -

C'(s) (abede) + (abge)

T: =
R(s) 1— (bj +gh +cdh +di + f) + bjdi + bjf

42| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

Example-1: Determine the transfer function C(s)/R(s).

T@:Zﬂ%

o F=GGGG, A;=1 Thereisno P, or A, or more.
» Y L =-GGH +GGH,~GGH,
o ) L,=GGGGHH,
e A=|- 2 o 2 L, =1+GG,H, - G,GH,+G,G,H, +GG,G,G,H H,
. T(S):ZPIAIZ __ _ (_‘;1(_‘;%(:;3_(:;4 _
A 1+GG,H,-G,GH,+GG,H,+GG,GG,HH,
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Example-2: Determine the transfer function C(s)/R(s).

Il G
R(s) g—-
M, =GGG,6GGGG, A =1
M! = GlG.nGs ﬂ: = 1_[_G4Hl _Go'H-i 'GquGiGo'Hs 'GsG.:GsH:]Jf GquGsHs
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= 14GH +GH +GGGGH +GGCH +GHGH
A=1-[-GH -GH -GGGGH -GOGH -GH|
{GHGH, +GHGH,+G.HGH, +GHGGGH. +GHGGGGH,
16 HGHGH
A=1+GH +GH +GGC.GH +GGCH 4G A,
+GHGH +GHCH +CHGH +GHGGGH +GHCECGH,

+G,HGHGH.
- @ _ MA+MA, _ GG6.60GGGG +GGG+GH +GH +G666H +GGCH +GHGH |
R(s) A A
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Example-3: Determine the transfer function C(s)/R(s).

M, = G,G,G,G, A, =1

M, =G, A, =1
M, = G,G, A, =1+G,
M, =1 A, =1+G,
M, = —G,G,G, A =1

A=1- (=G, - G, —G,G,G,G,) +G,G, = 14+ G, +G, +G,G,G,G, +G,G,

C  GG,G,G, + Gy +GyG,(1+ G)) — ()1 +G)) — G,G,G,

a
v 1— (=G, — G, — G,G,G4G,) + G, G,
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UNIT-II

TIME RESPONSE ANALYSIS

We can analyze the response of the control systems in both the time domain and the
frequency domain. We will discuss frequency response analysis of control systems in later

chapters. Let us now discuss about the time response analysis of control systems.

Whatis TimeResponse?

If the output of control system for an input varies with respect to time, then.it is,called

the time response of the control system. The time response consists of two parts,

e Transient response
e Steady state response

The response of control system in time domain is shown in thé following\figure.

c(t)
A

b
0 < bt > t

Transient Steady
State state

Here, both the transient and the steady states are indicated in the figure. The
responses corresponding to these states are known as transient and steady
state responses.

Mathematically, we can write the time response c(t) as
C(t) = Cir (t) + Css (t)
Where,

e Ci(t) isthe transient response
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e Cs(t)is the steady state response
Transient Response
After applying input to the control system, output takes certain time to reach steady state.

So, the output will be in transient state till it goes to a steady state. Therefore, the response
of the control system during the transient state is known as transient response.

The transient response will be zero for large values of ‘t’. Ideally, this value of ‘t’ is infinity
and practically, it is five times constant.

Mathematically, we can write it as

lim ey, () =0

r
L —+0

Steady state Response

The part of the time response that remains even after the transient response has zero value
for large values of ‘t’ is known as steady state response: ThiSsmeans; the transient response
will be zero even during the steady state.

Example

Let us find the transient and steady stateterms ofithetime response of the control system
c(t) = 10 + he™?

Here, the second term de will be zero'as t denotes infinity. So, this is the transient term.

And the first term 10 remains.even as't.approaches infinity. So, this is the steady state term.
StandardTestSignals

The standard test signals,are impulse, step, ramp and parabolic. These signals are used to

know the perfarmance of the control systems using time response of the output.

Unit Impulse Signal

A unit impulse sighal, 6(t) is defined as
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d(t) =0 fort £ 0
and [ 3(t)dt = 1

The following figure shows unit impulse signal.

5(t) 4

0

r+r

So, the unit impulse signal exists only at‘t’ is equal to zefo. The'area of this signal under small
interval of time around‘t’ is equal to zero is one. The value of upit impulse signal is zero for

all other values of‘t’.

Unit Step Signal

A unit step signal, u(t) is defined as
u(t) =1t =0

=0;t<0

Following figure shows unit'step,signal.

ul(t)

o

= B

So, the unit step signal exists for all positive values of‘t’ including zero. And its value is one

during this interval. The value of the unit step signal is zero for all negative values of‘t’.

48 | Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

Unit Ramp Signal

A unit ramp signal, r (t) is defined as

rit) =4t >0
=0;t<0

We can write unit ramp signal, r(t) in terms of unit step signal, u(t) as

Following figure shows unit ramp signal.

r(t)
A

>
0 t

So, the unit ramp signal existsyfoh all positive values oft’ including zero. And its value
increases linearly with respect to‘t’ duging this interval. The value of unit ramp signal is zero
for all negative values of't’.

Unit Parabolic Signal

A unit paraboli¢sighal,p(t)ds defined as,

42
t)=—;t =0
p(t) 5

=0;t<0

We can write unit parabolic signal, p(t) in terms of the unit step signal, u(t) as,

2
p(t) = Su(t)

The following figure shows the unit parabolic signal.
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p(t)
A

>
0 t

So, the unit parabolic signal exists for all the positive values of‘t’ includinggzero.Andhits value
increases non-linearly with respect to‘t’ during this interval. The value of\the uhitgparabolic
signal is zero for all the negative values of‘t’.

In this chapter, let us discuss the time response of the firstyordersystem. Consider the
following block diagram of the closed loop control system.“Here, an open loop transfer
function, 1/sT is connected with a unity negative feedback.

R(S) 4 1 C(S)
S >

We know that the transfer function of the closed loop control system has unity
negative feedback as,

C(s)  Gls)
R(s) 1+G(s)

Substitute, G(s) = % in the above equation.

C(s) " 1

R(s) 1+% T ST 1

The power of s is one in the denominator term. Hence, the abowve transfer
function iz of the first order and the system is said to be the first order

system.
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We can re-write the above equation as

C(s) = (ﬁ) R(s)

Where,

3 C{s) is the Laplace transform of the ocutput signal ot),
3 R{s) is the Laplace transform of the input signal r(t), and

2 Tis the time constant.

Follow these steps to get the response (output) of the first order svstem in the
time domain.

4 Take the Laplace transform of the input signal »(t).

© Consider the equation, C(s) = (sT1+1 ) R(s)

o

Substitute R(s) value in the above equation,

L

Do partial fractions of C'(s) if required.

| !

Apply inverse Laplace transform to C(s).

Impulse Response of First Order System

Consider the unit impulse sighal as aminput to the first order system.
So, r(t)=56(t)

Apply Laplace transform on beth'the sides.

R(s) =1

Consider the equation, C(s) = (ﬁ) R(s)

Substitute, R(s) = 1in the above equation,

1 1
Cle) = (ﬁ)“}:ﬁ

Rearrange the above equation in one of the standard forms of Laplace
transforms.
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1 1 1
Cs) = —— C's) = —
TGy Y (s+%)

Applying Inverse Laplace Transform on both the sides,

The unit impulse response is shown in the following figure.
o(t) §
1
V¢

The unit impulse respg exponential decaying signal for positive values of ‘t"and

StepRespon i ystem
Consider the unit,step signal as an input to first order system.
So

itis zero for negative
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Consider the equation, C(s) = (ﬁ) R(s)

Substitute, R(s) = % in the above equation.

0 =(z71) G) = s v

o partial fractions of C(s).

1 A B
! = = — _
(5) s(sT +1) s +5T-|—1
- 1 _A(sT+1)+ Bs
s(sT+1) s(sT +1)

On both the sides, the denominator term is the sameAS6, they will get cancelled by each
other. Hence, equate the numerator terms.

1=A(sT+1)+Bs

By equating the constant terms on both the sidess’you will get A = 1.
Substitute, A = 1 and equate thexcoefficient of the s terms on both the sides.
0=T+B

=B=-T

Substitute, A = ¥@nd B,= -T/in partial fraction expansion of C(s)
1 T 1 T
=TT T TR
T (5 + T)

Apply.dnverse Laplace transform on both the sides.

c(t) = (1 _ e‘(?)) u(t)

The unit step response, c(t) has both the transient and the steady state terms.
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The transient term in the unit step response is -

T e ) e

The steady state term in the unit step response is —

Cses(t) = u(t)
The following figure shows the unit step response

c(t)
A

=
t

The value of the unit step response, c(t) is zero atit = 0 and for all negative values of t. It is
gradually increasing from zero value and finallyakeaches,to one in steady state. So, the steady

state value depends on the magnitude of the input.

Ramp Response of First Order System

Consider the unit ramp signal as an inputto the first order system.

So, r(t)=t u(t)
Apply Laplace transformyon both thesides.

Consider the equation, C(s) = (ﬁ) R(s)

Substitute, R(s) = % in the above equation,

1 1 1
Cls) = (5T+ 1) (;) - s2(sT + 1)
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Do partial fractions of C'(s).

C{S}—;—E—FE—FL
T S2(sT+1) s2 s ST+
~ 1 B A(sT +1) + Bs(sT + 1) + Cs?
s2(sT +1) s2(sT + 1)

On both the sides, the denominator term is the same. So, they will get cancelled“by each

other. Hence, equate the numerator terms.

1=A(sT + 1) + Bs(sT + 1) + C's*

By equating the constant terms on both the sides, you will get A =,1.

Substitute, A = 1 and equate the coefficient of the s terms onboththe'sides.

0=T+B=>B=-T

Similarly, substitute B = -T and equate the coefficient of s4terms on both the sides. You will
get C=T?
Substitute A =1, B =-T and C=T?in the partial fractioniexpansion of C(s).

1 T T2 1 T T2
Col=-—+——7=5——+—7+
s2 s ST+l 2 s T(s+z)

Apply inverse Laplace transform on both the sides.

)) u(t)

The'unit ramp response, c(t) has both the transient and the steady state terms.

H |~

c(t) = (t _ 7 7e

The transient term in the unit ramp response is

¢

ew(t) = Te (Fugt)

The steady state term in the unit ramp response is —
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Css(t) = (t — T)ult)

The figure below is the unit ramp response:

The unit ramp response, c(t) follows the unit ramp inpdt signal fenall’positive values of t.
But, there is a deviation of T units from the input signal.

Parabolic Response of First Order System

Consider the unit parabolic signal as an.ifhput to the first order system.

So, r(t) = Lu(t)

Apply Laplace transform on both the sides,

Consider the equation, C(s) = (ﬁ) R(s)

Substitute R(s) = % in the above equation,

o=(zm1) (5)-s@
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Do partial fractions of C'(s).

C(s) 1 A n B n C n D
e = — = — —_ JR— JE—

s3(sT+1) s s2 s sTH1
After simplifying, wou  will get the walues of A, B, T and D as 1,
-7, T?and — T3 respectively, Substitute these wvalues in the abowve partial
fraction expansion of C(s).
T2 T2
g s+;1

Ce)=2-Z+L - 1. =C(s) =

T
TS sT+1 —a T

Apply inverse Laplace transform on both the sides.
t2 (L
c(t) = (E —Tt+T*-T% (r)) u(t)

The unit parabolic response, c(t) has both the transieat’andithesteady state terms.

The transient term in the unit parabolic response s

t

Cun(t) = -T% (F)ugt)

The steady state term in the unit parabolic response is
tZ
Cis(t) = (E — Tt + TE) u(t)

From these responsgs, We ‘¢an conclude that the first order control systems are not stable
with the ramp andwpataboliginputs because these responses go on increasing even at infinite
amount of tinte.\Ihe, first“order control systems are stable with impulse and step inputs
because these“gesponses have bounded output. But, the impulse response doesn’t have
steady State term:So, the step signal is widely used in the time domain for analyzing the

control'systemsfrom their responses.

In thishchapter, let us discuss the time response of second order system. Consider the
follewing block diagram of closed loop control system. Here, an open loop transfer
function, wn?/ s(s+26wn) is connected with a unity negative feedback.
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R(s) + w,° C(s)
" s(s+26w,) T

We know that the transfer function of the closed loop control system having
unity negative feedback as

C(s)  G(s)
R(s) 1+G(s)

Substitute, G(s) = S(S%:M in the above equation.
()
Cls)  \s(s428w)) w2
R(s) 1+( w ) 52 + 20wy s +wd
s(s+2duy,)

The power of ‘s’ is two in the demominator term. Hence, the above transfer function is of the

second order and the systemiis said to,be the second order system.

The characteristic equation is -

52+ 20w, 5 +wd =0

The roots of characteristic equation are -

— 2wy, + "1,; (20w, )2 — 4w 2, +wnVEE — 1)
5 = —

2 2

= 5= —dwp :I:wny’:c‘?! —1

e The two roots are imaginary when 6 =0.
e Thetworoots arerealand equal when 6§ =1.

¢ The two roots are real but not equal when § > 1.
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e The two roots are complex conjugate when 0 < 6 < 1.

We can write C(s) equation as,

wh
C(s) = R(s)
52 + 20w, 5 + w2
Where,

e C(s) is the Laplace transform of the output signal, c(t)
e R(s) is the Laplace transform of the input signal, r(t)
e n is the natural frequency
e O is the damping ratio.

Follow these steps to get the response (output) of the second order system in the time
domain.

Take Laplace transform of the input signal, r(t).

Consider the equation, C(s) = (m) R(s)

Substitute R(s) value in the above equation.
Do partial fractions of C(s) if required.

Anply inverse Laplace transform to C(s).

StepResponse of Second'OrderSystem

Consider th@éunit step'signal as an input to the second order system.Laplace transform of
the unit.step,signal is,
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R(s) = —
We know the transfer function of the second order cosed loop control system
is,
R(s) 52 4 28u, 5 +

Case 1: & =0
Substitute, d = 0 in the transfer functicn,
R(s) 2+

= c) = (525 ) R

s2 4+ wd

Substitute, Ris) = % in the abowve equation.

C®=(§+w)()_ﬂ¥+%}

Apply inverse Laplace transform on both the sides.
clt) = (1 — cos(wnt)) w(t)

So, the unit step response of the second order system when /delta = 0 will be
a continuous time signal with constant amplitude and frequency.

Case 2: 5 =1
Substitute, /delta — 1 in the transfer function.

C(s) _ wp,

R(s) s2 4 e, 5 4+ o

= C'(s) = ({S+w }Q)R{s}

Substitute, R{s) = ? in the abowve equation.

c .:d% 1 .:d,%
;@}:(¥s+wﬂz)(§)::ﬂs+wﬂg

Do partial fractions of C'(s).
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wl A B C
Os) = — 2 4
s(s +wy, )2 s s+twp, (5+w,)?

After simplifying, vou will get the values of &, B and C as 1, —land — w,
respectively, Substitute these wvalues in the above partial fraction expansion of

C(s).

Cls)=2__L __ @n

s sH4w, (5s+w,)?

Apply inverse Laplace transform on both the sides.
c(t) = (1 — e — w, te ™ Hu(t)

S0, the unit step response of the second order system will try to reach the step
input in steady state,

Case 3:0<0<1

We can modify the denominator term of the transfer function as follows —
52 + 20wns +wd = {5 +2(5) (dwn) + (dwn)?} +wl — (dwy)?
= (54 dwp)? + w2 (1— 6%

The transfer function becomes,

Cls) wd
R(s) (s +dwn)? +wh(1-62)
wh
= Cle) = ({5 - diom)? B (1— 87) ) Rle)

Substitute, R(s) = % in the above equation,

cle) = ({Hawﬂ}ﬂi%u - 52}) (1) - s({swwn}f: wh (1~ d2))
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Do partial fractions of C'(s).

Cls) — w A Bs+C
() = 21 g)) s P12 42 (1 — g2
s((s+dwp)? + wi (1—4d2)) 5 (54 dwp)® +wp(l—d9)

After simplifying, vou will get the values of &, B and C as 1, —land — 2dw,
respectively. Substitute these wvalues in the abowve partial fraction expansion of
Cis).

C(s) = 1 s + 2dwy,
s (s+dwy)? +wi(1—42)
C(s) = 1 § + duy, ~ S,
5 (54dw,)? +wk(1—462) (54 dwy)? +wd(1—42)
Cl) =1 — ) ¢ ( V18 )
(s, P Hun VI8P VI8 \ (s-Hw P Ho VI8

Substitute, wnv'1 — 62 as wy in the above equation,

Cl(s) = 1 (5 + dewy ) B d g
T s (54 bdwn)? 4w V132 \ (5 + dwn)? + w2

Apply inverse Laplace transform on both the sides.

L

c(t) = (1 — e %t cos(wgt) —
V1 — 42

et sin (g t}) u(t)

e(t) = (1 _ % ({g‘i — 8% cos(wqat) + Jsin{wdt})) u(t)

If v1— 42 =sin(#), then & wil be cos(8). Substitute these walues in the

abowve equation,
E—&%t
c(t) = (1 — —Q[sin[ﬁ'} cos(wgt) + cos(B) sin[wdt}}) u(t)
v1—4d

= c(t) = (1 - (%) sin(wgt + a}) w(t)
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So, the unit step response of the second order system is having damped oscillations
(decreasing amplitude) when ‘&’ lies between zero and one.

Case4d:6>1

We can modify the denominator term of the transfer function as follows -
5% + 20w, s +wd = {5 +2(5) (Swn) + (dwn )} + el — (dwp)?
= (54 duwy)? — w2 (82— 1)
The transfer function becomes,

C(s) w2
R(s) (s + dewy 12— wd (62 —1)

ME
ic@z(@+@}hw{ﬁ—n)MQ

Substitute, R(s) = % in the above equation.

G{s}=( a )( = — —
.S‘-I—Jf.\.\n A% l sl s+, +ua, JE—IJ[SM%—% Jz—ljl

Do partial fractions of C(s).

| =
s ——

C(s) = h_f% —
s(s + by, +wp Va2 — 1)(5 + dwy, —wyvé2 — 1)
_ ﬁ N B C
§  s4dwy +wp Vel —1 s+ dw, —wy V2 — 1
After simplifying, vou will get the values of &, B and C as 1, L

2(é-+vd*—1)(vd -1
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-1
2(d—v/d2—1)(vd 1)

fraction expansion of C(s).

and respectively, Substitute these wvalues in abowve partial

C(s) = 1 + = ( ! )
5 20+ vE2 —1)(Vé2 — 1) \s+dwy +wpVid? —1

1 (o)
(2{5 — Va2 —1)(vé2 —1) ) 8 + duwy, — wp Va2 — 1
Apply inverse Laplace transform on both the sides,

e(t)
o (du, toa, VARt

_ 1
B (1 " (ztam'r”—l)w’f—l))
) E—[J{.\.n"—u.tnv r_'fz—l]lt) u{t}

_ 1
(E(J—v’é‘z—ljh’d‘z—lj

Since it is over damped, the unit step response ofithe secandsorder system when 6 > 1 will

never reach step input in the steady state.

Impulse ResponseofSecondOrderSystem

The impulse response of the secondforder system’can be obtained by using any one of these

two methods.

e Follow the procedure involvedWwhile deriving step response by considering the value
of R(s) as 1 instead of 1/s.
e Do the differ@ntiationof the step response.

The following.table shows the impulse response of the second order system for 4 cases of

the damping ratio.
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Condition of Damping ratio Impulse response fort = 0
&=0 Wy SInfwyt)
6=1 Wi te Wt
O< &< 1 oy, St .
sm(wyt
(@ ) (coat)

5> 1 ( o )(E—tm—mfaz_m

2y/42-1

_ E—t&w"mv’f_—m)

In this chapter, let us discuss the time domain specifications\ofithe second order system. The
step response of the second order system for the undérdamped case is shown in the

following figure.

c(t)
A

! M
tosl T N o
U NS

0.95

0.5

0

>
t

]
~
“

All the time domain specifications are represented in this figure. The response up to the
settling time is known as transient response and the response after the settling time is known

as steady state response.

Delay Time
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It is the time required for the response to reach half of its final value from the zero instant.

It is denoted by tdtd.
Consider the step response of the second order system for t >0, when ‘6’ lies between zero

and one.

E—Ju.l.,,t
c(t) =1— (—) sin(wyt + 6)
VvV1— 42

The final value of the step response is one,

Therefore, at t =14, the value of the step response will be 0.5, Substitute,
these values in the above equation.

— 4
e Ak, by

e(tg) =05=1— (—) sin(wgty + 0)
V1— 42

B

E—Jw"td
= (—) sin(wgtg +6) = 0.5
v1-— 42

By using linear approximation, you will get the delay time tg as

14075

tqi =
Ll

Rise Time
It is the time required for theyesponse to rise from 0% to 100% of its final value. This is
applicable for the under-damped systems. For the over-damped systems, consider the

duration from 10% to 90% of.the final value. Rise time is denoted by t..
Att=1t1=0, c(t)= O

We know that the final value of the step response is one. Therefore, at t=t2, the value of step

response,issene. Substitute, these values in the following equation.
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E—Ju.lﬂt
ct)=1- (—) sin(wgt + 0)
V11— 42

E—J[.\A“tg

c(tg) =1=1-— (—) sin(wgts + 0)
A1 — 42

E—J[.\.Antg
= (—) sinf(wgty +6) =0

v1—42

= sin(wgtyg +6) =0
= wyty +8=m

T— 0
=ty =

W

Substitute ty and t; values in the following equation of rise time,

t, =ty —t;

From above equation, we can con¢lude that the rise time t;and the damped

frequency wg are inversely proportional toyeach other.
Peak Time

Itis the time required féx the response to reach the peak value for the first time. It is
denoted by t,. At t=t, thefirst derivate of the response is zero.

We know the stép'response.of second order system for under-damped case is

E—J%t
e(t)=1— (—) sin(wgt + 6)
V11— 42

Differentiate e(t) with respect to 't

i - — (E—) wy cos(wgt + @) — (Mn—;) sin(wgt + 6)
dt N V1— 42
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Differentiate c(t) with respect to 't

de(t —fuyt e, Gt
i = — (E—) wy cos(wgt + ) — (L) sin(wgt + 0)
dt V1—§2 V1— 42
Substitute, t = t; and % =0 in the sbove eguation,
E—Ju.n"tp
0=— (—2) |wq cos(waty +8) — duwy, sin(wgt, + )]
v1—4d

= Wy xf"m“rccrs (watp +8) — dwy, sin(wgty, +6) =0
= ﬁ"ﬁf cos(wgty +0) — dsin(wyty, +6) =0
= sin(f) cos(wqty + @) — cos(f) sin(wgty, +6) =0
= sin(f — wqty; — 0) =0
= sin(—wgty) = 0 = —sinfwgty) = 0 = sin(wyty) =0

= Wty =

From the above equationjwe can conclude that the peak time tpand the damped

frequency wgq are.inversely\proportional to each other.
Peak Overshoot

Peak overshootWM, issdefined as the deviation of the response at peak time from the final

value of‘response. It is also called the maximum overshoot.
Mathematically, we can write it as

Mp=c(tp) - c(=°)

Where,c(tp) is the peak value of the response, c(e°) is the final (steady state) value of the

response.

At t=tp, the response c(t) is -

68| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

E—Jmﬂtp

c(ty) =1— (—) sin(wgt, + 6)
d v1— 42 '

K

Substitute, t, = —— in the right hand side of the above equation,
(-

e~ (5) .
con=s- ()l () )

We lknow that

So, we will get c(tp) as

c(tp) =1+ E_( ‘fﬁ)

Substitute the values of ¢(t,) and ¢(oc) in the peak overshoot equation,

M5=1+E_L£?)—1

= M, = E_( fﬁ)

Percentage of peak overshoot %o M’P can be calculated by using this
formula.
M.

P 100%
c(oa)

%M, =

From the above equation, we can conclude that the percentage of peak overshoot %Mp will

decrease if the damping ratio 6 increases.
Settling time
Itis the time required for the response to reach the steady state and stay within the specified

tolerance bands around the final value. In general, the tolerance bands are 2% and 5%. The

settling time is denoted by ts.
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The settling time for 5% tolerance band is —

te = =37

The settling time for 2% tolerance band is —

ts = 2 =dr
dewy
Where, Tis the time constant and is equal to 1/6wy.

e Both the settling time ts and the time constant t are inversely proportional to the
damping ratio 6.

e Both the settling time ts and the time constant T are indépendent ofthe system gain.
That means even the system gain changes, the ‘seftlingy time ts and time
constant T will never change.

Example

Let us now find the time domain specifications of'a‘controlsystem having the closed loop
transfer function when the unit step signali§'applied as an input to this control system.

We know that the standard form of the transfer function of the second order closed loop
control system as

Wi

52 4 26w, 5 + w2

By equating these two transfer functions, we will get the un-damped natural frequency w, as
2 rad/sec and thesdampingratio § as 0.5.

We know the'formulafordamped frequency wqgas

Wi = w1 — 'k

Wy = w1 — 42
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Substitute, w, and d values in the above formula.
= wy = 2{1 — (0.5)*

= wy = 1732 rad/sec
Substitute, d value in following relation

@=cos 1§

= #=cos 1(0.5) = g rad

Substitute the above necessary values in the formula of each time domain‘specification and

simplify in order to get the values of time domain specifications fér givemtransfer function.

The following table shows the formulae of time domain spetifications\substitution of

necessary values and the final values

Time domain Formula Substitution of Final value
specification values in Formula
. 14+0.74 140.7(0.5
Delay time tg = —1 ty = +’ tg=0.675 sec
. . 8 (L] —
Rise time tr = t, = 1.?;2 tp=1.207 sec
. _ = _ _m —
Peak time ty, = o tp = 733 t;=1.813 sec
% Peak YoM, YoM, % Mp=16.32%
overshoot e N
= e \"Iﬁ = e \"Ii_iu'&:lz
% 100% % 100%
. . _ 4 . 4 —
Settling  time ty = For tg = o)) ty =4 sec
for 2%

tolerance band

71| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

The deviation of the output of control system from desired response during steady state is

known as steady state error. It is represented as €ss. We can find steady state error using
the final value theorem as follows.

€ss = lim e(t) = lim E{s)

o0 g—0

Where,

E(s) is the Laplace transform of the error signal, e(t)

Let us discuss how to find steady state errors for unity feedback and @aion-unity feedback
control systems one by one.
Steady State Errors for Unity Feedback Systems

Consider the following block diagram of closed loop controlsystem, which is having unity
negative feedback.

R(s) + e T c(s)

Where,

2 R(s) is the Laplace transform of the reference Input signal r(t)

2 C(=) is the Laplace transform of the output signal e(t)

We lknow the transfer function of the unity negative feedback closed loop
control system as

C'(s) B G(s)

R(s) 1+G(s)
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The following table shows the steady,state ertors and the error constants for standard input

signals like unit step, unit ramp &wnit parabolic signals.

Input signal Steady state error e, Error constant
unit step signal lep K, =lim, 4 G(s)
unit ramp signal }} K, = lim; .3 sG(s)
unit parabaolic signal }i’, K, = lim,_,; s2G(s)

Where, Kp, Kv and Ka are position error constant, velocity error constant and acceleration
error constant respectively.

Note - If any of the above input signals has the amplitude other than unity, then multiply
corresponding steady state error with that amplitude.
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Note - We can’t define the steady state error for the unit impulse signal because, it exists
only at origin. So, we can’t compare the impulse response with the unit impulse input
as t denotes infinity

Example

Let us find the steady state error for an input signal r(t) = (5 + 2t + ;) u(t)

of unity negative feedback control system with G(s) = %

The given input signal is a combination of three signals step, ramp and parabolic,
The following table shows the error constants and steady state error values for

these three signals,

Input signal Error constant Steady state error
'I"ll[t}l = 511.{1.'} KP = ]jms—?-ﬂ G{s} = ™ Egs1 = TE.&P =1
: 2
ro(t) = 2tu(t) K, =lim; .5 sG(s) ez =2 =0
=0
2 T 1
T3{t} - Tu{t} Ko =lim; SEG{S} Eesl — P 1
=1

We will get the overall steady.state error, by adding the above three steady state errors.
€55 = €5511€5521 €553
=>e55=0+0+1=1:>e55=0+0+1=1
Therefore, we gotithesteady state error ess as 1 for this example.
SteadyState Errorsfor Non-Unity Feedback Systems

Consider thefallowing block diagram of closed loop control system, which is having non unity

negative feedback.
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R(=) S G(s) <)

H(s) [«

We can find the steady state errors only for the unity feedback systems£So, we hawe to
convert the non-unity feedback system into unity feedback system. F@r this,iinclude one
unity positive feedback path and one unity negative feedback path%in the above block
diagram. The new block diagram looks like as shown below.

i

C(s)
Ri® 3 G(s) B S

H(s) [«

Simplify the@bove ‘blockddiagram by keeping the unity negative feedback as it is. The
following s thexsimplified block diagram

R(s) + G(5) C(s)
iy G(s)H(s) — G(s)
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This block diagram resembles the block diagram of the unity negative feedback closed loop
control system. Here, the single block is having the transfer function G(s) / |
1+G(s)H(s)-G(s)] instead of G(s).You can now calculate the steady state errors by using
steady state error formula given for the unity negative feedback systems.

Note - It is meaningless to find the steady state errors for unstable closed loop systems. So,
we have to calculate the steady state errors only for closed loop stable systems. Thisgmeans
we need to check whether the control system is stable or not before finding the steady state

errors. In the next chapter, we will discuss the concepts-related stability.

The various types of controllers are used to improve the performance oficontrél systems. In
this chapter, we will discuss the basic controllers such as the proportional, the derivative and

the integral controllers.

Proportional Controller

The proportional controller produces an output, whichds propertional to error signal.
u(t) oc e(t)
= u(t) = Kpe(t)
Apply Laplace transform on both the sides -
U(s) = KpE(s)

Us) _
E(s)

P

Therefore, the tfansfer function of the proportional controller is KPKP.
Where,

U(s) is the,Laplacetransform of the actuating signal u(t)
E(s)is the\Laplace transform of the error signal e(t)
Kp is the proportionality constant

The block diagram of the unity negative feedback closed loop control system along with the

proportional controller is shown in the following figure.

76 |Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

E U
R(s) + (s) o (s) — .C(ﬂ

Derivative Controller
The derivative controller produces an output, which is derivative of the error signal,

de(t)

u(t) = Kp i

Apply Laplace transform on both sides,

Therefore, the transfer function of thedderivative controller is Kps.
Where, KD is the derivative constant.
The block diagram of the unity fiegative fe@dback closed loop control system along with the

derivative controller is showmin.the following figure.

E(s) U(s)
B8 -+ - Kps s» G(s) oC(S)>

The derivative controller is used to make the unstable control system into a stable one.

Integral Controller

The integral controller produces an output, which is integral of the error signal.
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u(t) = Kr /e{t}dt

Apply Laplace transform on both the sides -

oo - KB
U(s) _ K;
E(s) s

Therefore, the transfer function of the integral controller is TI

Where, KIKl is the integral constant.
The block diagram of the unity negative feedback closed loop controhsystem along with the
integral controller is shown in the following figure.

E(s) u(s)
RO e |3 0y [—m

The integral controller is used to decreaséthe steady state error.

Let us now discuss aboutithe combination of basic controllers.

Proportional Derivative (PD) Controller
The proportionahderivative controller produces an output, which is the combination of the

outputs of proportional and derivative controllers.

u(t) = Kpe(t) + Kp d:{:}

Apply Laplace transform on both sides -
U(s) = (Kp + Kps)E(s)

U(s)

=K K
E{S}I pt+Hps
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Therefore, the transfer function of the proportional derivative controller is Kp+Kps.
The block diagram of the unity negative feedback closed loop control system along with the

proportional derivative controller is shown in the following figure.

R(s) + E(s) U(s) C(s)
Kp + Kp Sl—| G(s) o =

The proportional derivative controller is used to improve the stabilityhof ‘control system

without affecting the steady state error.

Proportional Integral (Pl) Controller

The proportional integral controller produces an output, which,is the combination of outputs

of the proportional and integral controllers.
u(t) = Kpe(t) + KI/ e(t)dt

Apply Laplace transform on both sides -

Uls) = (KP + ﬁ) Els)

g

Uls) Ky
E(s) Kp+ =

K

Therefore, the transfer function of proportional integral controller is Kp + —.

Thesbleck'diagram of the unity negative feedback closed loop control system along with the

proportional integral controller is shown in the following figure.
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R(s) +<E(s) x| Y(s) C(s)
Kp+? —| G(S) & >

The proportional integral controller is used to decrease the steady state erforwithout
affecting the stability of the control system.
Proportional Integral Derivative (PID) Controller

The proportional integral derivative controller produces an output, whighis the.combination

of the outputs of proportional, integral and derivative controllérs.

de(t)
dt

u(t) = Kpe(t) + Ky / e(t)dt + Kp
Apply Laplace transform on both sides -
K

U(s) = (KP + ?" + KDS) E(s)

U(s)
E(s)

Ky
=Kp+— + Kps
s
Therefore, the transfer function of the proportional integral derivative controller
iz Kp+ % + Kps.

The blogk diagram,of the unity negative feedback closed loop control system along with the

proportional integral derivative controller is shown in the following figure.

R(s) +<E(s) = U(s) C(s)
Kp +—"+KpS |— G(S) |—e——

S
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UNIT -1l
STABILITY ANALYSIS IN S-DOMAIN

Stability is an important concept. In this chapter, let us discuss the stability of system and

types of systems based on stability.

Whatis Stability?
Asystemis said to be stable, if its output is under control. Otherwise, it is said to be unstable:

A stable system produces a bounded output for a given bounded input.

The following figure shows the response of a stable system.

c(t)
A

>
0 t
This is the response of first opder*eontrol system for unit step input. This response has the
values between 0 and 1. So, it'issbeunded output. We know that the unit step signal has the

value of one for all positive values«af t including zero. So, it is bounded input. Therefore, the

first order control system'is stable since both the input and the output are bounded.

Types of System$basedon Stability

We can classify'the systems based on stability as follows.

e Absolutely stable system

o4, Conditionally stable system

e Marginally stable system
Absolutely Stable System
If the system is stable for all the range of system component values, then itis known as
the absolutely stable system. The open loop control system is absolutely stable if all the
poles of the open loop transfer function present in left half of ‘s’ plane. Similarly, the closed
loop control system is absolutely stable if all the poles of the closed loop transfer function

present in the left half of the ‘s’ plane.
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Conditionally Stable System

If the system is stable for a certain range of system component values, then it is known
as conditionally stable system.

Marginally Stable System

If the system is stable by producing an output signal with constant amplitude and constant
frequency of oscillations for bounded input, then it is known as marginally stable system.
The open loop control system is marginally stable if any two poles of the open loop transfer
function is present on the imaginary axis. Similarly, the closed loop contralssystem, is
marginally stable if any two poles of the closed loop transfer function isresentson the
imaginary axis. In this chapter, let us discuss the stability analysis in the ‘8" domain using the
Routh-Hurwitz stability criterion. In this criterion, we require the characteristic eguation to

find the stability of the closed loop control systems.

Routh-Hurwitz Stability Criterion

Routh-Hurwitz stability criterion is having one necessaryacondition and one sufficient
condition for stability. If any control system doesn’t satisfythexnecessary condition, then we
can say that the control system is unstable. But, if the controlsystem satisfies the necessary
condition, then it may or may not be stable. So,the sufficient condition is helpful for knowing

whether the control system is stable or not:

Necessary Condition for Routh-Hurwitz Stahility

The necessary condition is thatsthe, coefficients of the characteristic polynomial should be
positive. This implies that allithe roots of the characteristic equation should have negative

real parts.

Consider the characteristic equation of the order ‘n’ is -

ags™ +a;s™ t fags" it 4an_ 15" +aps’ =0

Notethat, there should not be any term missing in the nth order characteristic equation. This
means that the nth order characteristic equation should not have any coefficient that is of
zero value.

Sufficient Condition for Routh-Hurwitz Stability

The sufficient condition is that all the elements of the first column of the Routh array should
have the same sign. This means that all the elements of the first column of the Routh array

should be either positive or negative.

Routh Array Method
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If all the roots of the characteristic equation exist to the left half of the ‘s’ plane, then the
control system is stable. If at least one root of the characteristic equation exists to the right
half of the ‘s’ plane, then the control system is unstable. So, we have to find the roots of the
characteristic equation to know whether the control system is stable or unstable. But, it is

difficult to find the roots of the characteristic equation as order increases.

So, to overcome this problem there we have the Routh array method. In this method, there
is no need to calculate the roots of the characteristic equation. First formulate theyRo tth
table and find the number of the sign changes in the first column of the Routh _table.\[he
number of sign changes in the first column of the Routh table gives the numbenof roots of
characteristic equation that exist in the right half of the ‘s’ plane and the contrel system is
unstable.

Follow this procedure for forming the Routh table.

o Fill the first two rows of the Routh array with the ceefficiéntsvof‘the characteristic
polynomial as mentioned in the table below. Startawith the coefficient of sn and
continue up to the coefficient of s0.

e Fill the remaining rows of the Routh array with,the eleménts as mentioned in the table
below. Continue this process till you,get'the first.column element of row s0s0 is an.
Here, an is the coefficient of sO ingthe characteristic polynomial.

Note - If any row elements of the Routh,table have some common factor, then you can

divide the row elements with thatifactorfor the simplification will be easy.

The following table shows thé Routh'array’of the nt order characteristic polynomial.
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ags™ +a;s" ! +ags" 24 . 4an_ 18" +a,s

g ap aa gy Qg
sl a as ag ay
Sﬂ'_z bl bg E'.'3
_ fifla—daflg _ Ry —dsiig _ fyflg—dvlg
- 2y - 2y - 2y
sm3 cy Cg
. biﬂa—bgﬂi . biﬂﬁE—baﬂl
T by T by
s 1
g 0 g
Example:

Let us find the stability of the eentrol system having characteristic equation,

54+353+352+25+1=ﬂ

Step 1 - Verify theg€eessary condition for the Routh-Hurwitz stability.

All the eoeefficients,of the characteristic polynomial,

st +3s% +3s2 +25+1 o o
are positive. So, the control system satisfies the necessary

condition.
Step 2 Form the Routh array for the given characteristic polynomial.
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s 1 3 1
53 3 2
52 (3x3)—(2x1) ¢ (3x1)—(0x1) 3
3 T3 a3 T3
=1
sl Gﬂ) —(1%3)
T
a
_ 5
-
s? 1

Step 3 - Verify the sufficient condition for the Routh-Hurwitzstability.

All the elements of the first column of the Routh atray are'pasitive. There is no sign change

in the first column of the Routh array. So, the centrolsystem is stable.
Special Cases of Routh Array
We may come across two types of situations, while forming the Routh table. It is difficult to

complete the Routh table from«hese two situations.

The two special cases are -

e The first element'ef any row of the Routh’s array is zero.
¢ Allthe elements,of any row of the Routh’s array are zero.

Let us nowiscuss howto overcome the difficulty in these two cases, one by one.

First Element of any row of the Routh’s array is zero

If any rowyofithe Routh’s array contains only the first element as zero and at least one of the
remaihing/elements have non-zero value, then replace the first element with a small positive
integer) €. And then continue the process of completing the Routh’s table. Now, find the
number of sign changes in the first column of the Routh’s table by substituting €€ tends to

Zero.

Example
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Let us find the stability of the control system having characteristic equation,

s+ 25% +52 425 4+1=0

Step 1 - Verify the necessary condition for the Routh-Hurwitz stability.

All the coefficients of the characteristic polynomial,
st 428+ +25+1=0
are positive. So, the control system satisfiedthe

necessary condition.
Step 2 - Form the Routh array for the given characteristic polynomial.

5 1 ! '
g3 21 21

52 L) LDE

51

SD

The row s3 elements have 2 astthescommon factor. So, all these elements are divided by 2.
Special case (i) - Only thefirst element of row s? is zero. So, replace it by € and continue the

process of completing the,Routkrtable.

st 1 1 1
s3 1 1
52 € 1
gl (ex1)—(1x1) _ e-1
. -
s? 1

Step 3 - Verify the sufficient condition for the Routh-Hurwitz stability.
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As € tends to zero, the Routh table becomes like this.

st 1 1 1
s 1 1

52 0 1

st -

50 1

There are two sign changes in the first column of Routh table. Hence, the'control system is

unstable.

All the Elements of any row of the Routh’s array are zero

In this case, follow these two steps -
e Write the auxilary equation, A(s) of the row, which isjust above the row of zeros.

o Differentiate the auxiliary equation;A(s) with respect to s. Fill the row of zeros with

these coefficients.

Example

Let us find the stahility of the control system having characteristic equation,
s° +3s" +5° +35° +54+3=0

Step 1 —Verify the necessary condition for the Routh-Hurwitz stability.

All the coefficients of the given characteristic polynomial are positive. So, the control system

satisfied the necessary condition.

Step 2 - Form the Routh array for the given characteristic polynomial.
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s =1 31 =1

3 (1x1)—(1=1) (1x1)—(1x1)

. S
b

The row s* elements have the common factor of 3. So, all these elements are
divided by 3.

Special case (i) — All the elements of row §3

equation, A(s) of the row st

are zero, So, write the auxiliary

Als) =s* +52 +1
v

\V
&
&
®%
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dA(s)

— 45" + 2s
ds
Place these coefficients in row s5 .

s° 1 1 1
st { 1 1
s 472 21
g2 (Exl}l;[lxlj — 0.5 {Exljgﬂﬂxlj _1
sl (0.6x1)—(1=2) 15

0.5 05

= —3

su 1

Step 3 - Verify the sufficient conditionferthesRouth-Hurwitz stability.

There are two sign changes in the first c6lumn of Routh table. Hence, the control system is

unstable.

In the Routh-Hurwitz stahility criterion, we can know whether the closed loop poles are in
on left half of the ‘s plane ar on the right half of the ‘s’ plane or on an imaginary axis. So, we
can’t find thé.nature ofithe control system. To overcome this limitation, thereis a technique

known as the roet locus.
Rogot locusiTechnique

In thedroot locus diagram, we can observe the path of the closed loop poles. Hence, we can
identify the nature of the control system. In this technique, we will use an open loop transfer

function to know the stability of the closed loop control system.

Basics of RootLocus

The Root locus is the locus of the roots of the characteristic equation by varying system gain

K from zero to infinity.
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We know that, the characteristic equation of the closed loop control system is

1+ G(s)H(s) =10
We can represent G(s)H(s) as

N(s)

G(s\H(s) = K
(H() = K5

Where,

2 K represents the multiplying factor

th

- MNisg) represents the numerator term having (factored) n order
polynomial of s’
- Dis) represents the denominator term having (factored) mt order

polynomial of s’
Substitute, G(s)H(s) value in the characteristic equation.

N(s)

1+k =
" D)

0

= D(s) + KN(s) =10
Case 1 —~K =0
If K =0, then D(s) = 0.
That means, the closed loop poles are equal to open loop poles when K is zero,
Case 2 — K =

Re-write the above characteristic equation as

1 N{(s) 1 N{(s)
K| — =0 — =0
(K+D[5]) ~ K D)
Substitute, K = oo in the above equation.

1 N N(s) N{(s)

~ ' D(s) D)

—0=N(s)=0

If K = oo, then N(s) = 0. It means the closed loop poles are equal to the open
loop zeros when K is infinity.
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From above two cases, we can conclude that the root locus branches start at open loop poles

and end at open loop zeros.

Angle Condition and Magnitude Condition

The points on the root locus branches satisfy the angle condition. So, the angle condition is
used to know whether the point exist on root locus branch or not. We can find the value of
K for the points on the root locus branches by using magnitude condition. So, we can use the

magnitude condition for the points, and this satisfies the angle condition.

Characteristic equation of closed loop control system is

1+ G(s)H(s) 0
> G(8)H(8) = —1 + jO

The phase angle of G(s)H (s) is

ZG(s)H(s) = tan 1 (—1 = (272 + 1)

The angle condition is the point at which the angle of thelepenyloop transfer function is an
odd multiple of 180°.

Magnitude of G(s)H(s)G(s)H(s) is —
|G(s)H(s)| = 1/(—1)? +0% =1

The magnitude condition is that thejpoint (which satisfied the angle condition) at which the

magnitude of the open'eop,transfers function is one.

The root locus is a graphical representation in s-domain and it is symmetrical about the real
axis. Becausethe openteop poles and zeros exist in the s-domain having the values either as
real or as complex.conjugate pairs. In this chapter, let us discuss how to construct (draw) the

rootrlecus:

Rulesfor Construction ofRootLocus

Follow)these rules for constructing a root locus.
Rule 1 - Locate the open loop poles and zeros in the’s’ plane.
Rule 2 - Find the number of root locus branches.

We know that the root locus branches start at the open loop poles and end at open loop
zeros. So, the number of root locus branches N is equal to the number of finite open loop
poles P or the number of finite open loop zeros Z, whichever is greater.
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Mathematically, we can write the number of root locus branches N as

N=P if P>Z
N=Z if P<Z
Rule 3 - Identify and draw the real axis root locus branches.

If the angle of the open loop transfer function at a point is an odd multiple of 1800, then that
point is on the root locus. If odd number of the open loop poles and zeros exist to theleft
side of a point on the real axis, then that point is on the root locus branch. Thereforenthe

branch of points which satisfies this condition is the real axis of the root locus branch:
Rule 4 - Find the centroid and the angle of asymptotes.

e If P=Z, thenall the root locus branches start at finite open loop poleés@nd end at finite
open loop zeros.

e If P>Z, then Z number of root locus branches start at fifiite opendoop poles and end
at finite open loop zeros and P-Z number of root locus,branches start at finite open
loop poles and end at infinite open loop zeros.

e If P<Z, then P number of root locus branches start at finite open loop poles and end
at finite open loop zeros and Z-P number ofiroot locus branches start at infinite open
loop poles and end at finite open loop zekos:

So, some of the root locus branches approach infinity, when P#Z. Asymptotes give the
direction of these root locus branch@s. Thetintersection point of asymptotes on the real axis

is known as centroid.

We can calculate the centroidia by using this formula,

% Real part of finite open loop poles —% " Real part of finite open loop zeros
a =
P-Z

The formula for the angle of asymptotes O is

(2g +1)180°

f=
P—-Z

Where,

Rule 5 - Find the intersection points of root locus branches with an imaginary axis.
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We can calculate the point at which the root locus branch intersects the imaginary axis and

the value of K at that point by using the Routh array method and special case (ii).

o If all elements of any row of the Routh array are zero, then the root locus branch

intersects the imaginary axis and vice-versa.

e Identify the row in such a way that if we make the first element as zero, then the

elements of the entire row are zero. Find the value of K for this combination.

e Substitute this K value in the auxiliary equation. You will get the intersection\point of

the root locus branch with an imaginary axis.
Rule 6 - Find Break-away and Break-in points.

e |If there exists a real axis root locus branch between two open loop peles,then there

will be a break-away point in between these two open loop. polest

e Ifthere exists a real axis root locus branch between two ogen loep zeros, then there

will be a break-in point in between these two openioop. zeros.
Note - Break-away and break-in points exist only en the real axis root locus branches.
Follow these steps to find break-away and hreak=in points.

e Write Kin terms of s from the charactefistic equation 1+G(s)H(s)=0.
o Differentiate K with respect to's and,maké it equal to zero. Substitute these values
of ssin the above equation:

e The values of ss for which the'K valtie is positive are the break points.

Rule 7 - Find the angle‘ef departure and the angle of arrival.

The Angle‘ef departuke and the angle of arrival can be calculated at complex conjugate open

loop polestand,complex conjugate open loop zeros respectively.

Fheformula for the angle of departure ¢qis
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dg = 180" — ¢

The formula for the angle of arrival ¢, is

b = 1807 + ¢
Where,
6= ¢p— > ¢z
Example
Let us now draw the root locus of the control system having .opengloop transfer
G(s\His) = — X
function, (s)H{(s) s(s+1)(s+5)

Step 1 - The given open loop transfer function has three polesat s =0,
s=-1,s=-5. It doesn’t have any zero. Therefore, the number of roet locus branches is equal

to the number of poles of the open loop transfer function.
N=P=3

w
A

Root Locus Branch Root Locus Branch

i N

7% > ) >
-5 -1 8 =

Not a Root Locus Branch

The thiee poles are located are shown in the above figure. The line segment between s=-1,
and s=0 is one branch of root locus on real axis. And the other branch of the root locus on
the real axis is the line segment to the left of s=-5.

Step 2 - We will get the values of the centroid and the angle of asymptotes by using the
given formulae.

Centroid

94| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

_ [I] ] i
The angle of asymptotes are © = 60"+ 180" and 300",

The centroid and three asymptotes are shown in the following figure.

jw
A

Asymptote with 60%angle 2

Asymptote with 180%angle ¥

Asymptote with 300%angle “

Step 3 - Since two asymptotes haye*the“anglesfof 600600 and 30003000, two root locus
branches intersect the imaginary axis®™Byusing the Routh array method g\d special case(ii),
the root locus branches intersects the imaginary axis at j"‘“"ﬁ and A

There will be one break-away pointion the real axis root locus branch between the poles s
=-1 and s=0. By following the procedure given for the calculation of break-away point, we
will get it as s =—0.473.

The root locusrdiagram femthe given control system is shown in the following figure.

Joo
-~

-

Break away
point=-0.473

qy

In this way, you can draw the root locus diagram of any control system and observe the

movement of poles of the closed loop transfer function.

95| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

From the root locus diagrams, we can know the range of K values for different types of
damping.

Effects of Adding Open Loop Poles and Zeros on Root Locus

The root locus can be shifted in ‘s’ plane by adding the open loop poles and the open loop

Zeros.

e If we include a pole in the open loop transfer function, then some of root locus
branches will move towards right half of ‘s’ plane. Because of this, the «damping
ratio 6 decreases. Which implies, damped frequency wd increases andi\the,time
domain specifications like delay time td, rise time tr and peak time tp decrease,But,
it effects the system stability.

e If we include a zero in the open loop transfer function, then%some of root locus
branches will move towards left half of ‘s’ plane. So, it will increaséthe control system
stability. In this case, the damping ratio 6 increases. Whichyimplies, damped
frequency wd decreases and the time domain spé€eifications like delay time td, rise
time tr and peak time tp increase.

So, based on the requirement, we can include (add) theyopen loop poles or zeros to the

transfer function.
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Example £ +38% +25+K =0

S= ]
4
0 =360 4 2o+ K = (K- 300%)— jo(a? —2)= 0 ‘L—y/ﬁ‘
ks D
o =2 L
K =30 =6 5 -1/
-0.423
N W2
N\
%\V
Example Two poles at —1
rrr o K(E+2) One zero at -2
GH(s) = (s+1)° One asymptote at 180°
) Break-in point at -3
2 1
B+l p+2
2p+4=p+1

C ;
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Example Why a circle ?

Characteristic equation g2 4 s2+EK)+2K+1=0
For K<4 For k=4

__(2+K)+J RG-5) | —(2+K)+,|"K(K 4)

B2 = B o= %
Change of origin 512+2—_( 2+K)+Jm %

ImMm=(K-2) +KU4-K)=K* 4K+ 4+ 4K -K*

m=1 '
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Effects of adding a pole or a zero to the root locus of a second- order system

We discussed how we could change the value of gain K to change the position of the
closed-loop poles. This corresponds to placing a proportional gain, K, in cascade with the
system G(s) and finding the closed-loop poles for different values of gain, K. However,
proportional control is a simple form of control; it does not provide us with zero steady
example, in some control design problems, to produce the performance required in the
design specifications we need to move the poles to some positions on the s-plane, whic
may not lie on a root locus defined by the simple proportional gain K. To be able to

the poles to any position on the s-plane, we need to use a more complicated controlle
For example, we may need to add a zero or a pole to the controller and see h x
affect the root locus and hence the position of the closed-loop poles. €xamples
controllers with poles or zeros are: \

PI control: K(s)=Kp + —=
s s
sT+1
Lag controller: Kls) = (t, o are controller parameters)
ost+1

\S‘
Thus, we need to know how the root locus wild.cha if add a pole or a zero.
To investigate this, we will use a simple exam

Effects of adding a zero on the root 1 for'a séeond-order system

Consider the second-order system gcn b
a .

1
ol = (s+pi)(s+pa)

p; >0, py>0
N

The poles are give
system is sho

the open-logP t
K{s+z)

(s+p)ls+pa)’

\°

5= and s = -p2 and the simple root locus plot for this
13.13(a). When we add a zero at s = -z1 to the controller,
ction will change to:

GI[S] = £1 >0
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Real axis
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UNIT-IV

FREQUENCY RESPONSE ANALYSIS

Whatis Frequency Response?

The response of a system can be partitioned into both the transient response and the steady
state response. We can find the transient response by using Fourier integrals. The steady
state response of a system for an input sinusoidal signal is known as the frequency response:
In this chapter, we will focus only on the steady state response.

If a sinusoidal signal is applied as an input to a Linear Time-Invariant (LTl) system,then it
produces the steady state output, which is also a sinusoidal signal. Thesinputfandyoutput
sinusoidal signals have the same frequency, but different amplitudes@nd\phasewangles. Let
the input signal be

rit) = A sinwgt)
The open loop transfer function will be —
G(s) = G(jw)
We can represent G jw) in terms of magnitude and phase as shown below.
Giw) = |G(jw) | LG (jw)
Substitute, w = wy in the abowve equation,.
Gjwn) = |G(juwn) | LG (jewn)
The output signal is
c(t) = A|G(jwo)| sinfwot + £G(jwp))

2 The amplitude of the output sinusoidal signal is obtained by multiplving
the amplitude of the input sinusoidal signal and the magnitude of G{jw)
at w = wy .

3 The phase of the output sinusoidal signal is obtained by adding the
phase of the input sinuscidal signal and the phase of G(jw) at w = wy.

Where,
eu’"Ais the amplitude of the input sinusoidal signal.
e Wois angular frequency of the input sinusoidal signal.

We can write, angular frequency wo as shown below.
(.00=2T[fo
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Here, fo is the frequency of the input sinusoidal signal. Similarly, you can follow the same

procedure for closed loop control system.
Frequency Domain Specifications

The frequency domain specifications are

e Resonant peak
e Resonant frequency
e Bandwidth.

Consider the transfer function of the second order closed control system as

C(s) w2
R(s) 52 4 20w, 5 + w?

Substitute, § = jw in the above equation.

. wh
T{Jw} - oy 2 25 . e 12
(Jw)? + 20wy, (jw) + wy
= T(juw) = wi = wn
—w? + 2jdww, +wd 2 (l—ﬁ—l—@)
) 1
= T(jw) =

(-%) (%)

Let, & = u Substitute this value in the above equation.

1

Tlw) = (1— w?) + j(26u)

Magnitude of T(jw) is -

1
V(1 —u?)? + (26u)?

M = |T(jw)

Phaze of T(jw) is -

/T(jw) = —tan™! ( 20u )

1—u?
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Resonant Frequency
It is the frequency at which the magnitude of the frequency response has peal

value for the first time. It is denoted by w, . At w = w,, the first derivate of the
magnitude of T'(jw) is zero.

Differentiate M with respect to .

% - ‘%[{1 —u?)? 4 (200)2] F [2(1 — ) (—2u) + 2(26u) (26)]
BV VP,

Substitute, w4 = w, and %

== 0 in the above equation.

0= —% [(1—w2)? + (20u,)?] 3 [4u, (u? — 1+ 26%)]

= dyp(u? — 1 +262) =0
:>u3—1+252:[l

= ul = 242

Substitute, u, = :‘—' in the above equation,

7Y ¥ )

= Wy = Wn \/1 — 26
Resonant Peak

It is the peak (maximum) value of the magnitude of T(jw). It is denoted by M.
At U=UgthesMaghitude of T(jw) is -

Jﬂ‘ff = — 1

Substitute, #, = V1 — 262 and 1 — u2 = 262 in the above equation.

M, = — =
V(267)7 + (26V1 = 262)?
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M-
2441 — §2

Resonant peakin frequency response corresponds to the peak overshoot in the time domain
transient response for certain values of damping ratio 66. So, the resonant peak and peak

overshoot are correlated to each other.

Bandwidth

Itis the range of frequencies over which, the magnitude of T(jw) drops to 70.7% from its zero
frequency value.

At w=0, the value of u will be zero.

Substitute, u=0 in M.

M= ! =1

\/(1=0%)2 +(25(0))?

Therefore, the magnitude of T(jw) is one at w=0

At 3-dB frequency, the magnitude of T(jw) will be 70.7% of.magnitude of T(jw)) at w=0

Le., at w=wg, M = 0.707(1) = %

= M= 1{_2 L

V2 %-"'“"[1 —ul)? 4 (20u;)2

= 2= (1—ul)? +(26)u?
Let, uf =x
2 2
=2=(1-x2)° +(2§)°x

=2+ (40> -2z —1=0
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Consider only the positive value of x.

r=1-2§2 + 1“.-“'{252 —1)2 41

—~z=1-2§+ w,.-“'{z — 48?4 44%)

: a2
Substitute, @ = u; = ")

w? j
= 1262+ /(2 — 462 + 46%)
Wl v

= wy = \{,.-"'1 —26% 4 /(2 - 487 + 46

Bandwidth wb in the frequency response is inversely proportional tostheyrise time tr in the
time domain transient response.

Bode plots

The Bode plot or the Bode diagram consists of two\plots —

e Magnitude plot
¢ Phase plot

In both the plots, x-axis represents angular frequency (logarithmic scale). Whereas, yaxis
represents the magnitude (linear scale) of@pen loop transfer function in the magnitude plot

and the phase angle (linear scale) ofithe open loop transfer function in the phase plot.

The magnitude of the opemloop transfer functionin dB is -
M = 20 log |G(jw) H(jw)|

The phasewangle of'the open loop transfer function in degrees is -
¢ = LG(jw)H (jw)

Basic of Bode Plots

The following table shows the slope, magnitude and the phase angle values of the terms

present in the open loop transfer function. This data is useful while drawing the Bode plots.
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Type of G juIH(jom ) Slope(dB//dec) Magnitude Phase
term {dB) angle{degrees)
Constant K 0 20 log K 0
Zero at Jeo 20 20 log w 20
origin
‘N zeros {(Fe)™ 20 .2 20 n log w 90 n
at origin
Pole at % —20 —20 log w —90 or 270
origin
‘' poles ﬁ —20 m —20 2 log w —090 n or 270
at origin T
Simple 1+ jeor 20 0 forw 0 forw << ?_i
1
= = 7 90 forw > ri
20 logwr
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Simple
pole

Second
order
derivative
term

Second
order
integral
term

—20

40

—40

0 forw
<1
—20 logwr

1
fﬂ‘?‘f.:.-‘};

40 log wy
forw < wy
20 log
(2662) for
W= Wy

40 log w

forw > wy

—40 log wy,
forw < wy
—20 log
(20wd) for
W= Wy
—40 log w
forw > wy

l]forwf:%

—90 or 270
1
forw};

0 forw < wy
90 forw = wy

180 for w
>

—0 forw
< Wy

—90 forw
= Wy

—180 forw
> W



VEMU INSTITUTE OF TECHNOLOGY

Consider the open loop transfer function G(s)H(s) = K.
Magnitude M = 20 log K dB

Phase angle ¢ = 0 degrees

If K = 1, then magnitude is O dB.

If K > 1, then magnitude will be positive.

If K < 1, then magnitude will be negative.

The following figure shows the corresponding Bode plot.

M (dB)
A
! |
20log K |-----======mmmmmmmmmmmeee-
K=1
>
< log w
—20log K |-----======mmmmmmmmmeeem
0<K<1
0 (degrees)
0<K<o
0 >
log @

DEPT. OF EEE

The magnitude plot is a horizontal line, which is independent of frequency. The 0 dB line

itself is the magnitude plot when the value of K is one. For the positive values of K, the
horizontal line will shift 20logK dB above the 0 dB line. For the negative values of K, the
horizontal line will shift 20logK dB below the 0 dB line. The Zero degrees line itself is the
phase plot for all the positive values of K.
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Consider the open loop transfer function G(s)H(s)=s
Magnitude M=20logw dB

Phase angle ¢=90°

At w=0.1rad/sec, the magnitude is -20 dB.

At w=1rad/sec, the magnitude is 0 dB.

At w=10 rad/sec, the magnitude is 20 dB.
The following figure shows the corresponding Bode plot.

M (dB)
A
20 +
S
0/0.1 1 10 log w
—20 -4
0 (degrees)
A
20
0 >
log w

The magnitude, plot is a line, which is having a slope of 20 dB/dec. This line started
at w=0.Tkad/sec having a magnitude of -20 dB and it continues on the same slope. It is
touching 0 dB line at w=1 rad/sec. In this case, the phase plot is 90° line.

Consider the open loop transfer function G(s)H(s)=1+sTt.
M =20logv'1+w?T? dB

Magnitude
¢ = tan" ' wr degrees
Phase angle
1
W < T
For , the magnitude is 0 dB and phase angle is O degrees.
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1
'f.:.-‘};

For , the magnitude is 20logwt dB and phase angle is 90°.

The following figure shows the corresponding Bode plot

M (dB)
A
20 +
&
0 1 10 log w
T
¢ (degrees)
4
90
0 B
1 10 Jogw
T T

The magnitude plot is having magnitude of 0 dB upto w=1tw=1t rad/sec. From w=1t rad/sec,
itis having a slope of 20'dB/dec. In this case, the phase plot is having phase angle of 0 degrees
up to w=1r rad/sectandfrom here, it is having phase angle of 90°. This Bode plot is called
the asymptotic Bode plot.

As the magnitude and the phase plots are represented with straight lines, the Exact Bode
plotsyresemble the asymptotic Bode plots. The only difference is that the Exact Bode plots
will have simple curves instead of straight lines.

Similarly, you can draw the Bode plots for other terms of the open loop transfer function
which are given in the table.

Rulesfor Construction of Bode Plots

Follow these rules while constructing a Bode plot.

e Represent the open loop transfer function in the standard time constant form.
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e Substitute, s=jws=jw in the above equation.

e Find the corner frequencies and arrange them in ascending order.

e Consider the starting frequency of the Bode plot as 1/10t™ of the minimum corner
frequency or 0.1 rad/sec whichever is smaller value and draw the Bode plot upto 10

times maximum corner frequency.
e Draw the magnitude plots for each term and combine these plots properly.
e Draw the phase plots for each term and combine these plots properly.

Note - The corner frequency is the frequency at which there is a change in the slope,of the
magnitude plot.

Example

Consider the open loop transfer function of a closed loop contrel syste

10s
(s +2)(s +5)

Let us convert this open loop transfer function into standard time constant
form.

10s

2(3+1)5(5 +1)

G(s)H(s) =

(1+3)(1+%)

— G(s)H(s) =

So, we can draw the Bode plot in semi log sheet using the rules mentioned
earlier.

Stability’ Analysisusing Bode Plots

Fromythe Bode plots, we can say whether the control system is stable, marginally stable or

unstable based on the values of these parameters.

e Gaincross over frequency and phase cross over frequency
e Gain margin and phase margin
Phase Cross over Frequency

The frequency at which the phase plot is having the phase of -180° is known as phase cross
over frequency. It is denoted by wpc. The unit of phase cross over frequency is rad/sec.
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Gain Cross over Frequency

The frequency at which the magnitude plot is having the magnitude of zero dB is known

as gain cross over frequency. It is denoted by wgc. The unit of gain cross over frequency
is rad/sec.

The stability of the control system based on the relation between the phase cross over
frequency and the gain cross over frequency is listed below.

If the phase cross over frequency wpc is greater than the gain cross over
frequency wgc, then the control system is stable.

If the phase cross over frequency wpc is equal to the gain cross over frequency wgc,
then the control system is marginally stable.

e Ifthe phase cross over frequency wpcis less than the gain crosses,overfrequency wgc,

then the control system is unstable.
Gain Margin

Gain margin GMGM is equal to negative of the magnitude,in dB at,phase cross over
frequency.

GM=20log(1Mpc)=20logMpc

Where, MpcMpc is the magnitude at phaseycress,overfrequency. The unit of gain margin
(GM) is dB.

Phase Margin

The formula for phase margin PMPM'is
PM=180%+d¢gc

Where, ¢gcis the phase,angle at gain cross over frequency. The unit of phase margin
is degrees.

*NOTE:

The stability,of the’control system based on the relation between gain margin and phase
margin is\listed below.

¢ Ifaboth the gain margin GM and the phase margin PM are positive, then the control
system is stable.

If both the gain margin GM and the phase margin PM are equal to zero, then the
control system is marginally stable.

If the gain margin GM and / or the phase margin PM are/is negative, then the control
system is unstable.

Polar plots
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Polar plot is a plot which can be drawn between magnitude and phase. Here, the
magnitudes are represented by normal values only.

The polar form of G(jw)H (jw) is
Gjw)H(jw) = |G (jw)H(jw) | LG (jw) H(jw)

The Polar plot is a plot, which can be drawn between the magnitude and the
phaze angle of G(jw)H(jw) by varying w from zero to co. The polar graph
sheet iz shown in the following figure.

105° 75°
120 60°
N 7
135° 7., 45°
SN bz
150° ~ 30°
= =
165° = / = 15°
’.' oS \

— g Wl ‘ / ] L1 DA AT Ll YI 10 e =
180° - : o°
ET kbt | \ [ A1 2 3 4 SolcE g 2
195° = J = 3a5°
3i10°Z. » : & o ; »\noo
“ : : N
225° “ ' = 4 - - \ = 315°
Y111y S S
240° .0 Lt 300°
2552 285

270°

This graph sheet consistsyoftcaficentric circles and radial lines. The concentric circles and
the radial lines(represent the magnitudes and phase angles respectively. These angles are
represented by positivewalues in anti-clock wise direction. Similarly, we can represent angles
with negative values in clockwise direction. For example, the angle 270° in anti-clock wise

direction is equal to the angle -90° in clockwise direction.
Rules‘for Drawing Polar Plots

Fellow/these rules for plotting the polar plots.

e Substitute, s=jw in the open loop transfer function.

e Write the expressions for magnitude and the phase of G(jw)H(jw)

e Find the starting magnitude and the phase of G(jw)H(jw) by substituting w=0. So, the
polar plot starts with this magnitude and the phase angle.
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Find the ending magnitude and the phase of G(jw)H(jw) by substituting w=°° So, the
polar plot ends with this magnitude and the phase angle.

Check whether the polar plot intersects the real axis, by making the imaginary term
of G(jw)H(jw) equal to zero and find the value(s) of w.

Check whether the polar plot intersects the imaginary axis, by making real term
of G(jw)H(jw) equal to zero and find the value(s) of w.

For drawing polar plot more clearly, find the magnitude and phase of G(jw)H(jwhby.
considering the other value(s) of w.

Example

Consider the open loop transfer function of a closed loop control system.

5

C@EH) = e

Let us draw the polar plot for this contral system using the above rules,
Step 1 — Substitute, § = jw in the open loop transfer function,

5
Jw(jew + 1) (Jew + 2)

Gjw) H (jw) =

The magnitude of the open loop transfer function is

5
et View?2 + 1) (w2 + 4)

A =

The phase angle of the open loop transfer flunction is

@ = —90% — tan"'w — tan 1 %
Frequency {(rad/sec) Magnitude Phase angle{degrees)
0] o) -390 or 270
0 ] =270 ar 30

So, the polar plot starts at (e2,-90°) and ends at (0,-270°). The first and the second terms
withinthe brackets indicate the magnitude and phase angle respectively.

Step.3/— Based on the starting and the ending polar co-ordinates, this polar plot will intersect
the negative real axis. The phase angle corresponding to the negative real axis is -180° or
180°. So, by equating the phase angle of the open loop transfer function to either -180° or
180°, we will get the w value as V2.
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By substituting w=v2 in the magnitude of the open loop transfer function, we will
get M=0.83. Therefore, the polar plot intersects the negative real axis when w=v2 and the
polar coordinate is (0.83,-1800).

So, we can draw the polar plot with the above information on the polar graph sheet.
Nyquist Plots

Nyquist plots are the continuation of polar plots for finding the stability of the closed feop
control systems by varying w from —oo to o=, That means, Nyquist plots are used to drawsthe

complete frequency response of the open loop transfer function.

NyquistStability Criterion

The Nyquist stability criterion works on the principle of argument. It states thatif there are
P poles and Z zeros are enclosed by the ‘s’ plane closeds pathy” then the
corresponding G(s)H(s)G(s)H(s) plane must encircle the origif P=ZP-Z times. So, we can

write the number of encirclements N as,
N=P-ZN=P-Z

e If the enclosed ‘s’ plane closed path contains only. poles, then the direction of the
encirclement in the G(s)H(s)G(s)H(s) plane will. be opposite to the direction of the
enclosed closed path in the ‘s’ plané.

e If the enclosed ‘s’ plane closedfpath contains only zeros, then the direction of the
encirclementin the G(s)H(s)G(s)H(s)plane will be in the same direction as that of the
enclosed closed path inthe¥s’ plane.

Let us now apply the principle,of argument to the entire right half of the’s’ plane by selecting

it as a closed path. This selected path is called the Nyquist contour.

We know that the closedyloepfcontrol system is stable if all the poles of the closed loop
transfer function are ingthelleft half of the’s’ plane. So, the poles of the closed loop transfer
function aré“nothing but the roots of the characteristic equation. As the order of the
characteristic equation increases, it is difficult to find the roots. So, let us correlate these

roots*of the characteristic equation as follows.

o4 The Poles of the characteristic equation are same as that of the poles of the open loop

transfer function.

e The zeros of the characteristic equation are same as that of the poles of the closed

loop transfer function.

We know that the open loop control system is stable if there is no open loop pole in the the
right half of the ‘s’ plane.
i.e.,P=0=>N=-ZP=0=>N=-Z

115| Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

We know that the closed loop control system is stable if there is no closed loop pole in the
right half of the ‘s’ plane.

i.e.,Z=0=>N=PZ=0=>N=P

Nyquist stability criterion states the number of encirclements about the critical point (1+j0)
must be equal to the poles of characteristic equation, which is nothing but the poles of the
open loop transfer function in the right half of the ‘s’ plane. The shift in origin to (1+j0) gives

the characteristic equation plane.

Rules for Drawing Nyquist Plots
Follow these rules for plotting the Nyquist plots.

e Locate the poles and zeros of open loop transfer function G(s)H(s)in ‘s’ plane:

e Draw the polar plot by varying w from zero to infinity. If polélor.zero present at s =0,
then varying w from 0+ to infinity for drawing polar plot:

e Draw the mirror image of above polar plot for valuessof'w'ranging from —oo to zero
(0~ if any pole or zero present at s=0).

e The number of infinite radius half circles will be egual toithe number of poles or zeros
at origin. The infinite radius half circle will start at the’point where the mirror image
of the polar plot ends. And this infinite‘radius, half circle will end at the point where

the polar plot starts.

After drawing the Nyquist plot, we(can find\thestability of the closed loop control system
using the Nyquist stability critesiony|f the eritical point (-1+j0) lies outside the encirclement,
then the closed loop control system is,absolutely stable.

Stability Analysisusing Nyquist Plots

From the Nyquist plots, we caf® identify whether the control system is stable, marginally
stable or unstable based on the values of these parameters.

e Gaingcrossoverfrequency and phase cross over frequency
¢"Gain margin and phase margin
Phase Cross over Frequency

The frequency at which the Nyquist plot intersects the negative real axis (phase angle is 180°)

is known as the phase cross over frequency. It is denoted by wp..
Gain Cross over Frequency

The frequency at which the Nyquist plot is having the magnitude of one is known as the gain
cross over frequency. It is denoted by wgc.
The stability of the control system based on the relation between phase cross over frequency
and gain cross over frequency is listed below.
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e If the phase cross over frequency wpc is greater than the gain cross over
frequency wgc, then the control system is stable.

o Ifthe phase cross over frequency wpc is equal to the gain cross over frequency wgc,
then the control system is marginally stable.

e If phase cross over frequency wpc is less than gain cross over frequency wgc, then the
control system is unstable.

Gain Margin
The gain margin GM is equal to the reciprocal of the magnitude of the Nyquist plot atithe

phase cross over frequency.

1
M,

GM =

Where, Mpc is the magnitude in normal scale at the phase cross evenfrequency.
Phase Margin
The phase margin PM is equal to the sum of 180° and thefphase,angle at the gain cross over

frequency.
PM=1800°+¢@gc

Where, ¢g is the phase angle at the gain crgss overfrequency.

The stability of the control systembased.on the relation between the gain margin and the
phase margin is listed below.

e If the gain margin,GM is greater than one and the phase margin PM is positive, then
the contrel system is stable.

e If the gaimmargin'GMs equal to one and the phase margin PM is zero degrees, then
the,control system is marginally stable.

o Ifithe gain margin GM is less than one and / or the phase margin PM is negative, then
thecontrol system is unstable.
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UNIT-V
STATE SPACE ANALYSIS OF CONTINUOUS SYSTEMS

The state space model of Linear Time-Invariant (LTI) system can be represented as,

X'=AX+BU
Y=CX+DU

The first and the second equations are known as state equation and output equation respectively:
Where,
e Xand X are the state vector and the differential state vector respectively:
e Uand Y areinput vector and output vector respectively.
e Ais the system matrix.
e Band Care the input and the output matrices.
e Dis the feed-forward matrix.
Basic Concepts of State Space Model
The following basic terminology involved in this chapter.
State
It is a group of variables, which summarizes thehistery,of the system in order to predict the
future values (outputs).
State Variable
The number of the state variables,required’is, equal to the number of the storage elements
present in the system.
Examples - current flowing through inductor, voltage across capacitor
State Vector
It is a vector, which containsitheystate variables as elements.
In the earlier chapterspwe have discussed two mathematical models of the control systems.
Those are the differential equation model and the transfer function model. The state space
model canhe obtained from any one of these two mathematical models. Let us now discuss

thesestwo,methods one by one.
StateSpace Model from Differential Equation

Considefthe following series of the RLC circuit. It is having an input voltage, vi(t) and the

current flowing through the circuit is i(t).
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i(t) R L

_MT

+
vi(t) vo(t) +C

There are two storage elements (inductor and capacitor) in this circuit. So, the;aumber, of
the state variables is equal to two and these state variables are the current flowing through
the inductor, i(t) and the voltage across capacitor, v(t).

From the circuit, the output voltage, vo(t) is equal to the voltage acrossicapacitor,wi(t).

vp(t) = ve(t)

Apply KWL around the loop.

v (t) = Ri(t) + Ldil{:} + e (t)
dift) _ _Rit) ()  ul)
dt L L L

The voltage across the capacitor is -

Differentiate the abowve equation with respect to time,

dv,(t) i(t)
dt C
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(T
State vector, X = [ i(?) }
Vg {t}

di(t)
dit
du(t)
dt

Differential state vector, X =

We can arrange the differential equations and output equation into the standard
form of state space model as,

di(t) R 1 1
. — -7 1 t) -
v_| ® ||z L [%{ }—k L | [v(t) ]
do,(t 1 ) '
% c 0 tc{t} 0
(T
Y=o 11[‘*”}
ﬂc{t}
Where,
_E 1 1
A=| F *|,B=|L|,C=[0 1]andD=]0]
vel 0 0

State Space Model from Transfer Function

Consider the two types of transfer functions based on the type of terms present in the

numerator.

¢ Transfer functien having constant term in Numerator.

¢ Transfer function having polynomial function of‘s’ in Numerator.
Transfer funetion having constant term in Numerator

Consider the follewing transfer function of a system
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Y(s) bo
U(s) s*+a, s 14+...+a8+aqg

Fearrange, the above equation as
(8" 4 @p_1 8™ ... +ag)Y(8) = by U(s)

Apply inverse Laplace transform on both sides.

d”y(t) d"y(t) dy(t) %
T + ﬂm—lﬁ"‘- .otay ar + ﬂn?}{t} = buu[t) \%
Let ®
y(t) =z Q/

dy(t )
WY ay=s \
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Then,
Tn + g1 Tn+- . . Fa12+agry = bput
From the above eqguation, we can write the following state equation.

T = —QgT] — ATy —. .. —Qp_1Tn + bl

The output equation is -

y(t) =y=mz
The state space model is -
C ey
Tg
X =
'i!n—l
[ Tm
[0 1 o0 o 0 V[ =, [0
o 1 0 o Ty 0
= : L. : : o] [l
o0 o0 o o 1 Ty q o0
| —@g —; —d3 ... —lp_ 3 —Onpa] [ Ta J [ by
C oy
Ty
Y=[1 0 ... 0 0]
L1
- T'ﬁ- =
Here, D=[0].

122 |Page



VEMU INSTITUTE OF TECHNOLOGY DEPT. OF EEE

Example:

Find the state space model for the system having transfer function.

Y{(s) 1
Uls) s2+s5+1

Rearrange, the above equation as,
(s> +s5+1)Y(s) = U(s)
Apply inverse Laplace transform on both the sides,

2
dy®) | dv(®)

S g ) =)
Let
y(t) = 4
) =Tp=1I
dit
and u(t) = u
Then, the state equation is
g = —x1 —Ta +u
The output equation is
ylt) =y =21

Y=[1 0] _ml}

| T2

Transfer function having polynomial function of ‘s’ in Numerator

Consider the following transfer function of a system
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Y(s)  bps™ +by15" L +bis + by
U(s) s™ +a, 18" 14 .. a5 +ag
Y(s 1 _
A (Bys™ + by _15™ 1. .. +bys
Uls) §% +an_185" 14 .. a5 +ag
+ bg)

The abowve equation is in the form of product of transfer functions of two blocks,

which are cascaded.
- (5) )

Vis) 1
Uls) S+ an_ 18" 1. .. tai1s +ag

Here,

Rearrange, the above equation as

(8™ + @p_15" T4 .. 4+ag)V(s) = U (s)

Apply inverse Laplace transtorm on both the sides.

A" (¢ aA™ tu(t dwv it
TE‘A} —+ aﬂ_lT_E}_'_- - - +a-1 d_l:-:t} —+ G.D'U{t} — 'Lt.l::t}
L=t
w(t) = a4
duv({t) _ .
ar = Ira — @Iy
dZw(t)
—— — s — &
a2 a 2
d™ tw(t) .
Tdgmr | Fm T T
d™w () _
ETITR
and u(t)=u

Then, the state equation is
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T, = —AgL] —@A1L3—--. —Ap_1LTy U

Consider,
Y(s) 1
=b,s" +b, 15" +...+bs+b
V{S} 5 15 15 0

Fearrange, the above equation as
(b,s" + b3 st +bys + by Vis)

Yis) =
Apply inverse Laplace transform on both the sides,
d™u(t) d™ Lu(t) du(t)
t) =5 +b, i ———+...+b + bgu(t
y(t) n T g L Sy 1734 o (t)

By substituting the state wvariables and y(t) = v in the above equation, will get

the output equation as,
y="byx, + b1z + .. +bixa +bgxq

Substitute, x,, value in the abowve equation.
Yy = bﬂ{—ﬂ.uml — @] gy 1 T 'LI!-} —+ El'n_l;l!ﬂ—F. - —|—bl;152 —+ El[];l'-l

¥ = (bg — bpag)xs + (b1 — bpay)za+ .. +(bp_y — bpan_1)z, + byu

The state space model is

" a,
T 9
X = :
ﬁn—l
| Ty
[0 1 0 0o 1 [ =1 7 [0
0 0 1 0 0 Ta 0
= : : : + 10| [l
0 0 0 0 1 Tr_1 0
| —ap —ai1 —az ... —aGp-3 —Gpn-1] L Tpn _ L bp _
C oy
Ta
Y = [bﬂ - bna'ﬂ lb1 - lE."*."a,‘:":'l .- bﬂ—ﬂ - bna'n—ﬂ bﬂ-—l - lE'*."a,‘:":”."a'—l]
Tp—1
- ;1:“ -
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If b, = 0, then,

Y=1[by b ... byg byl

Transfer Function fromState Space Model &\%
i

We know the state space model of a Linear Time-Invariant (LTI) system i

X'=AX+BU

Y=CX+DU \%
Apply Laplace Transform on both sides of the state equation. k

sX(s) =AX(s)+BU(

= X(s) #(sl-

Apply Laplace Transform on both si oftthe t equation.
X(s) + DU(s)

Substitute, X(s) value in the a guation.
=Ys) =C ( sI-A)-1BU(s)+DU(s)
Q\:Y(s) =[C (sI-A)"1B+D]U(s)
% =Y(s) U(s) = C(sI-A)1B+D

The ab equation represents the transfer function of the system. So, we can calculate the
of the system by using this formula for the system represented in the state
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Example:

Let us calculate the transfer function of the system represented in the state space model as,
; T -1 1] = 1
T 1 0 | [xg 0

Y=[0 1] _T‘]

L T2

Here,

A:[_l _1}? B:[l}? C=[0 1] and D=][0]
1 0 0

The formula for the transfer function when D = [0] is -

Y(s)
U(s)

=C(sI - A)'B
Substitute, A, B & C matrices in the above equation,
Y 1 1771
=l ]
Ul(s) -1 s 0
HP
1 s+41 1
= =0 1
Uls) | ] (s 4+ 1)s — 1(—1) [D}

vis) L ”[ﬂ N

U(s) s24+s+1 st+s+1

Therefarepthetransfer function of the system for the given state space model is

U(s) s2+s+1

State Transition Matrixandits Properties

If the system is having initial conditions, then it will produce an output. Since, this output is
present even in the absence of input, it is called zero input response xzr(t). Mathematically,
we can write it as,
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zz1m(t) = e X(0) = L1 {[sf _ A]_1X{ﬂ}}

From the above relation, we can write the state transition matrix ¢(t) as

¢(t) = e = L7 s — A

So, the zero input response can be obtained by multiplying the state transition
matrix ¢(t) with the initial conditions matrix.
Properties of the state transition matrix

e [ft=0, then state transition matrix will be equal to an Identity matrix.

¢(0)=I
e Inverse of state transition matrix will be same as that of'state thansition matrix just by
replacingt’ by ‘-t’.
=1 .
¢ " (t) = o(-1)

o Ift=t1+t2, then the corresponding state transition matrix is equal to the

multiplication of the two state transition'matrices at t=t1t=t1 and t=t2t=t2.

O(tL+t2)=h(t1)Pp(t2)
Controllability and Observability

Let us now discuss controllability andwbservability of control system one by one.

Controllability
A control system is said to befcontrollable if the initial states of the control system are
transferred (changed) te . some other desired states by a controlled input in finite duration of

time.
We can'chieckthe controllability of a control system by using Kalman’s test.

e Write the matrix Qc in the following form.

Q.=[B AB AB ... A™"'B]

e Find the determinant of matrix QcQc and if it is not equal to zero, then the control

system is controllable.
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Observability

A control system is said to be observable if it is able to determine the initial states of the

control system by observing the outputs in finite duration of time.
We can check the observability of a control system by using Kalman’s test.

e Write the matrix Qo in following form.

Qo — I:CT ATCT {AT}ECT o {AT}H—ICT]

e Find the determinant of matrix QoQo and if it is not equal to zero, thenthe control
system is observable.

Example:

Let us verify the controllability and observability of a control system whichuis,represented in

the state space model as,

= [0 = 17 JE] o)

Here,

A:|:_1 _1:|, B:[l}, [0 1],D=[0] and =n=2
1 0 0

For .z = 2, the matrix Q. wil be
Q.=[B AB]|

We will get the product of matrices & and B as,

o[
1
1 —1
= Qe = [u 1}
Qe =10

Since the determinant of matrix Qc is not equal to zero, the given control system is
controllable.

For n=2, the matrix Qo will be —
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Here,

ATz[_l 1] and C'Tz[”]
—1 0 1

we will get the product of matrices AT and CF as

wor = 1]

0 %%
0o 1 \
— —
.= |7 4]
1Qol = —1  #0 .
— [l = — \V 4
Since, the determinant of matrix Qo is not equal to zero, the giv &em is
observable. Therefore, the given control system is both controllabl bservable.

S
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